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Summary

This final report summarizes published research conducted over the past 30 months

at IGPP on high-frequency seismic waves. Our objectives were (1) to improve our

understanding of the high-frequency seismic properties of the crust and upper mantle, with

special attention of the eastern Kazakh region of the Soviet Union, (2) to address

seismological issues raised in the context of nuclear test monitoring by seismic means,

including the use of high-frequency array data, and (3) to investigate :ht characteristics of

very high frequency waves (>20 Hz) and to validate the results by comparison with well-

understood areas, such as Anza, California.

This final report contains tie results of seven studies supported by this contract,

which have been accepted for publication in refereed journals. They are:

1. A study of the location of regional seismic events using a sparse network, with

an application to eastern Kazakhstan [Thurber et al., 1989]

2. An analysis of high frequency seismic observations collected in eastern

Kazakhstan, including in particular calibration chemical explosions [Given et

al., 1990].

3. A study of the discrimination of quarry blasts from single explosions, using

sonogram analysis of data collected in eastern Kazakhstan [Hedlin et al., 1989]

4. The extension of the discrimination methodology developed in the previous

paper to small aperture array data, and application to the automated

discrimination between earthquake and quarry blasts at NORESS [Hedlin et al.,

1990]

5. The use of of a new technique, labelled "beam-stack imaging", to map shallow

crust scatterers near a small aperture array, with applications to NORESS

[Hedlin et al., 1991]

6. A study of the polarization characteristics of high-frequency borehole

seismograms recorded near Anza, California, [Aster and Shearer, 1991 a]

7. An analysis of attenuation and site effects on high-frequency seismic waves,

using high-frequency borehole seismograms recorded in the San Jacinto faut

zone, near Anza, California, [Aster and Shearer, 1991b]
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Regional Seismic Event Location With a Sparse Network:
Application to Eastern Kazakhstan, USSR

C. THURBER'

Department of Earth and Space Sciences, State University of New York at Stony Brook

H. GIVEN AND J. BERGER

Institute of Geophysics and Planetary Physics, Scripps Institution of Oceanography., University of California. San Diego, La Jolla

Three-component data from a sparse three-station seismic network in eastern Kazakhstan,
surrounding the Soviet nuclear test site, have been analyzed to determine location estimates for
regional events recorded by two or three stations. Included among these events are the September
1987 chemical explosiu:., whose locations are known. Locations are calculated using arrival times of
P and S phases and arrival azimuths from first P. Location uncertainties are estimated using a
combination of a priori and a posteriori data uncertainties. A layered P wave velocity model adapted
from Soviet Deep Seismic Sounding surveys is employed for calculating travel times, and two S
models are tried. Location results for the chemical explosions are excellent, even if only two stations
are used: absolute location errors are less than 10 km. and estimated 90% confidence uncertainties are
only a few kilometers. The data are also adequate to determine correctly their depth (i.e.. focus at the
surface). The other regional events include numerous suspected mine blasts and two earthquakes from
the Tien Shan. The calculated locations of the latter events agree well with a teleseismic location for
one of them, falling within a belt of regular seismic activity. Nearly all of the presumed blasts cin be
associated vith mapped mines, and we have been able to identify the source areas for two sets of lasts
in high-resolution satellite images. "Before and after" photographs allow us to identify specific active
mines. Our location estimates agree quite well with the observed active mines.

INTRODUCTION gional events even when as few as two stations record a

Tirough an agreement between the National Resources given event. From the catalog of event triggers from the
Defense Council. Incorporated (NRDC) and the Academy of NRDC network we have identified a suite of 20 regional
Sciences of the USSR a three-station seismic network was events recorded by at least two stations for analysis. These
established in the spring of 1987 in eastern Kazakhstan in the events occurred between May and September 1987. In-
Soviet Union (Figure 1) to collect data relevant to seismic cluded among them are the three chemical explosions deto-
monitoring of nuclear weapons tests [Berger et af., 1987]. nated in September 1987 as part of the cooperative NRDC-
Each station site consists of several sets of three-component Soviet Academy program [Eissler et al., 1987] (Figure 1).
instruments, including surface and borehole sensors, re- The explosions provide especially valuable data because of
corded digitally at 250 samples per second using a triggered their known locations and origin times. They allow us to
system [Berger et al., 1988]. The network recorded numer- assess the location method that we use and provide some
ous seismic events during its operation, including local, indication of the precision and accuracy of event location
regional, and teleseismic events, that we can expect in general. Most of the other events are

One fundamental capability required for treaty verification presumed to be mining or quarrying explosions occurring
purposes is the ability to determine reliably the location of within a few hundred kilometers of the network. Note that
regional events (explosions and earthquakes) detected by the network stations were shut down during periods of nuclear
network. Due to the sparseness of the NRDC network, testing at the Kazakhstan Test Site as part of the operational
however, most regional events do not trigger all three agreement.
stations. Thus standard earthquake location algorithms that The event locations are determined from arrival times and
use seismic wave arrival times only cannot be expected to azimuths of seismic phases, using the location algorithm
yield satisfactory results. A treaty verification network TTAZLOC developed by Bratt and Bachie [1988]. The
would likely face this same difficulty. Several recent papers azimuthal information is quite valuable for improving the
have discussed regional event location using single three- location estimates, particularly for two-station locations. We
component stations or regional arrays [Magotra et al., 1987; find that we can typically locate regional events that have
Rutd et al., 1988, ratt and Bache, 1988]. occurred within several hundred kilometers of the network

Our primary objective is to demonstrate the capability of a with estimated epicentral uncertainties of only about 5-10
'parse network of three-component stations to locate re- km, even with data from only two stations. In most cases the

event locations fall in areas of known mining activity. Note
'Now at Department of Geology and Geophysics, University of that the "true" location errors are known only for the three

Wisconsin-Madison. chemical explosions.

Copyright 1989 by the American Geophysical Union. First, we will describe the elements f our location pro-

Paper number 891B01540. cedure, including some aspects of the location algorithm, the
0148-0227'89/89JB-01540$05.00 crustal models used, and the techniques for estimating

The U.S. Government is authorized to reproduce and sell this report.
Permission for further reproduction by others must be obtained from
the copyright owner.
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F.,. (7ontr~r:on of the NRDC-Soviet Academ,, seismic network, located near the Kazakhstan Test Site (KTS)

on h'e ste~pcs of (_ entraj Asia Stations BAY, KKL. and KSU are indicated by the solid triangles. Also shown are the
sires of the September 198" chemical explosions (crosses) and the location of a deep seismic sounding profile (DSS).

azimuth of" phase arrival. Then the chemical explosion data mated uncertainties due to measurement error and inexact
v, ll he examineu in some detail, as they furnish critical tests knowledge of velocity structure [Bran and Bache, 1988;
for our lo-cation method and provide useful information Pavhis, 1986]. In this initial investigation we use the esti-
regarding the appropriateness of the velocity models. Fi- mated uncertainties in arrival time reading and arrival azi-
nals, the results for the remainder of the regional events are muth determination for the a priori values. The former
presented, including assessment of the accuracy of the typically are 0.25 s for P and 0.5 s for S arrivals, based on
location estimates for events with independently determined subjective estimation of reading quality, while the latter are
locatio.ns. Sources of these independent locations are direct of the order of 5°, based on the standard deviation of the
ob er',ation, earthquake catalogs, aiid satellite photos. computed arrival azimuth within the selected window. We

also assume a value for the Bayesian parameter K of 8
LOCATION PROCEDURE [Jordan and Sverdrup, 1981]. A value for K of 8 assigns 8

"i he standard earthquake location method iteratively degrees of freedom to the a priori uncertainty and implies an
solses a matrix equation relating hypocenter adjustments to expected standard deviation of the a posteriori uncertainty
arnval time residuals via the Jacobian matrix, which consists of 25% [Jordan and Sverdrup, 19811. Note that in the
of the partial derivatives of arrival time with respect to the discussion and tables all error ellipses will be represented by
event coordinates and origin time [Lee and Stewart, 1981 ;the major axes of the 90% confidence ellipses. For additional
Thurber, 19861 with the iterations stopping when some details on the location algorithm and underlying theory, refer
convergence criterion is reached. Arrival azimuth informa- to Bratt and Bache [1988] and Jordan and Sv'erdrup [19811.
tion can he incorporated as additional information for deter- A crustal model is required to compute travel times of the
mining the location by adding azimuth residuals to the various phases. Fortunately, Soviet deep seismic sounding
residaal vector and the corresponding rows of partial deny- (DSS) surveys have been carried out in the region, including
atives to the Jacobian matrix [Bratt and Bache, 1988]. The one line just to the west of Karkaralinsk (Figure 1), yielding
partial derivatives for azimuth are derived directly from the estimates of crust and upper mantle P velocities and crustal
source-rec,'iver geometry. Both the event depth and origin thickness. Results from these profiles are summarized by
time are independent of the azimuth. In the algorithm Be/yaevsket a/. [1973], Antonenko [1984], and Leith [19871.
TN AZL.OC. [Bratt and Bache, 1988] the final solution is Crustal thickness varies between about 45 and 55 km in the
obtained using iterative damped least squares. The estimate immediate vicinity of the network [Belyaevs!,v et al.. 1973].
of location uncertainty is derived using a combination of a We have adopted a layered approximation to the P wave
priori and a posteriori data uncertainties [Jordan and Suer- velocity model reported by Antonenko [1984]. shown in
drop. 1981]. TIhe a priori uncertainty can incorporate esti- Figure 2 and Table I. modified to account for the low-

2
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Vp (krn/sec) et al [1988] that V,'V' is higher in the upper crust than the

lower crust in the area of Kazakhstan near the Tien Shan.
6 Gisen the uncertainties, howeser, we have chosen to calcu-

0 T T late the eent locations using tv,o different S vclocity models

(Table I). one with constant VO.V, ratio (model A) and
another using the model of Priestley et al. [!988] tmodel B).

10 The location algonthm TTAZLOC is structured to be able

to utilize arrival times of secondar, phases, assuming that

they can be identified and modeled correctly Travel time

20 calculations for the P velocity model in Figure 2 indicate that

an upper crustal refraction along the 6.35 km.'s layer at 10 km

7f depth gives the first arrival from surface sources in the

distance rarge of about 104-220 km and also suggests that it

might produce a significant secondary arrival btyond that
7 distance. We will denote this phase as P , following the

notation of Ak i and Richard.s 119S,). p. 213]. The phases that

4V) - we use for locations include F_ P., S , and S . when

observable: %ke have not used L , . as we regard it as hasing

a less precisely measurable amval time.
For seismic arra.s or sparse networks the azimuth of

arriving phases can provide crucial constraints for determin-

ing event locations. We determine arrival azimuths using a

0 method similar to that described by, Magotra et al. [19871 for

b0 estimating the polarization direction of arriving seismic

Fui 2 Lasered ' ',kase eLocit. model tthin ne) adapted from phases. For a polarized signal in the presence of noise the

the results of tMe DSS Urxes (bold line) along the profile indicated eigenvector corresponding to the largest eigenvalue of the
in Figure I, a, summarized h% intonerto [19h;4l. covanance matrix for the signal components gives the direc-

tion of polarization, and the ratio of eigenvalues measures

the rectilinearity of particle motion [Kanasewich, 1981].
v.el oitS grante-, thL1t underiv the station sites ILeith. Since we are interested ust in the arrival azimuth, the

198' -1The model predicts a P, crossover distance of about horizontal component seismograms from a station are win-

220 kmn dowed (usually over 100-250 samples or 9.4-1.0 s) and

I here Is little published information on the S velocity demeaned. and the 2-by-2 signal covariance matrix C is

structure in the region. Priestl<, et al. [1988] carried out a computed:
preliminar,. tele,,ei, mic skaveform inversion for records atstaion elVar [NS] Cos' [NS. w]
statos BAY and KKI_. using the method of tOens et Coy [NS, EWI Var [EW] J
19841, deri ing a layered model for the S velocity structure

beneath those station, , For comparison, taking the DSS

profile results and assuming a constant VP/," ratio of 1.73 where NS and EW represent the north-south and east-west

gives values for V, that are consistent with the teleseismic component time series, respectively. From the eigenvector

waveform analysis of Priesile v et al. [1988] for the upper for the largest eigenvalue of C,

crust but are somewhat lower than Priestley et al.'s for the EA ma.= [ete23

Lisser crust This is in agreement with the finding of Alekseev

the polarization direction (h for the time window can be

computed from
TABtI I 'ehcs. Models Ued for Event Location

tan (h =e/e,
Depth

Ringe. k t,., kmnN V, krnis For the P wave, 4, will be the apparent back azimuth to the
event. The inherent 180' ambiguity' in azimuth can be re-

Model A solved by using all three components of particle motion
5.40 3.05

Hi 6 15 3.50 [Magotra et al., 1987]. We find that we are consistently able

It 2,1 6 is 3.60 to determine azimuth estimates from the first P arrival.
2G-30 6 5 3.70 usually with an estimated uncertainty of 5' or less. Particle
30-4) 6 75 3.85 motion plots are also examined for a simple check of the
40- 5) 6 95 3 95

0- , 20 4.65 results.
There are of course a variety of alternative ways to

.5f,;Jc B determine arrival azimuth from three-component data. Pos-
S 5 40 3.30 sibilities include frequency-dependent polarization analysis
6 l5 3.40

0.2,, 6 35 3.50 [Park et al., 1987] or maximum likelihood estimation
20 3 ) s 3 70 [Christoffersson et al., 1988]. The latter method has been

6) 4,10 employed successfully for single-station event location
8vti 6 9
2
0 4.30 [Ruid et al.. 1988]. In our simple time domain approach we

___________47_ have not applied any tapering or filtering. nor have we used

3
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Fig 3 Initial fe, seconds of the horizontal competent seismograms for a presumed blast (event h) located
north of stition Bayanaul, near the town of Ekibastuz. (b) Particle motion plot for the first 2 s of the seismograms in
Figure la The signal is well polarized and shows a reasonably constant arrival azimuth. (c) Arrival azimuth estimate
from o'.ariance analysis for the same portion of the seismogram shown in Figure 3a. computed using a 100-sample (0.4
s) moN ing %ondoA. Following the penud of noise at the start of the record, the arrival azimuth estimate is fairly stable
for about I 5 s then it shows significant variations corresponding to visible differences in the original seismograms.
These variations could be due to scattered or direct multipathed arrivals. The box indicates the window selkcted for
azimuth estimation

smoothine as in the work by Maorra et al. [1987]. We prefer (Figure 3b) and compute the apparent arrival azimuth using
to be able to identify portions of the seismogram that show a the cos, .nce analysis (Figure 3c). The initial P wave has a
consistent arrival azimuth, rather than averaging our esti- good sigiial-to-noise ratio (about 10) and is well polarized, as
mate of arrival azimuth over direct and scattered or multi- can be seen in the particle motion plot. The computed arrival
pathed arrivals, azimuth is fairly stable using the 100 sample length (0.4 s)

Figure 3 shows a typical example of azimuth determina- window. However, there appear to be secondary P arrivals
tion for a mintng blast located near Ekibastuz, recorded at andior scattered energy in the record that seem to h2 ,'e
the Bayanaul station. From the initial P wave train on the measurably different arrival azimuths. Examples can be seen
horzontal component seismograms (Figure 3a) we construct at about 2.5 and 4.3 s, with another strong phase appearing
a particle motion plot for the first 2 s of the records shown at about 5 s.

4
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FABLEI 2 Calculated and [rue Loc.fwns for Chemical EXpIOSIons. Using Velocity Models A and B

True
Origin Lantude, Longitude. Error Ellipse. Error. Mean

EXplooi o n Mo"r Time N E km km Residuals

I True 0 30 50 281 -2. 1'2
A 0 ti5 50 263 ",2.161 1 ' 3 at -84' 1,8 0.08 s. 1.5*

.-I , 50 342 71.81 18 10 at -81' 40 0.79 s. 2.8'
T True 500 50 t0 77.333

A 5.211 50 029 77.257 2 x I at + 19' 8,7 0.24s, 2.6'
B 5.310 q0 026 77.24) 7 x 3 at +-20' 9.7 0.60 s. 2.9'

I rue 0 30 0 281 72.172
A 1,34 50,2' ", 7.241 18 x 9 at -73' 7.8 0.34 s, 9.9
B -5,0270 71 84 22 ", 13 at -90' 3 6 0 39 s, 11.0

CH il( ," EXPL sIoN 1_OCA IONS Aould ha,,e expected to obtain Citer results with model B,

On Set, ember 2 and 3 19,C. three large ( 10-20 t0 chemical which has an S structure that is consistent with both DSS
explosins, ,kerc detonated in the vicinit, of the network, and teleseismic receiver structure results.
tso at the .tee lcation to the northset of Karaganda and For comparison, we also show the location results for

one on the kestern boundars of the Kazakh test site [Eissler explosion 3 in Table 2. Despite the overlapping teleseism.
er aL, 1987 . Their locations are indicated in Figure 1. Eissler the results are nearly identical to that for explosion 1. As
e. a". 19]S7 described the characteristics oi'the seismograms before, only the estimated origin time is off significantly,
and presented basic analyses of their spectra and size. All over I s late for model A ani 2 s early for mod I B. This 3-s
three bl, ,, were successfully recorded by each of tht difference in calculated origin time for the two velocity
net ork station . However, ,xe have concentrated our anal- models also mirrors the result for explosion 1. In terms of the
S,s on the data for the first tv.o explosions, as records of the input data the only differences are the absence of a measured

th,-d oserlapped a teleseismic arnival from a magnitude 7.2 P, azimuth for station KKL and the fact that the data from
ear.hquake in We Macquarie Islands. The event depths were station KSU were obtained from a high-pass-filtered version
fix 'd at the surface for the initial set of calculations. In the of the seismogram. Perhaps the I-s shift in fit to the origin
iollowing discussion it should be kept in mind that the time between explosions I and 3 is due to the masking of
"true explosion locations may in fact be somewhat in smaller-amplitude initial arrivals by the ir , 'cringteleseism.
error. perhuips hr as much as a few kilometers, as it is not Explosion 2 was located within the ne,,,ork at a distance
certain hoss accurate the maps are that were used by the range from stations BAY and KKL (about 150 km such that
So, iet, to pro% ide the locations,. the first seismic phases are crustal arrivals. Unfortunately,

Exploton I ",as located well outside the network, at this removes the availability of P, - Pg arrival differences as
sufficient epicentral di,,tance from all the stations for P, and constraints for the location aid also probably makes the
.S, to be clear tirst arri-als. A strong crustal refracted phase identification of the first S arrival somewhat less reliable
(PR is also obsersed a. stations BAY and KKL, both .bout The separation between shot 2 and station KSU is compa-
250 km from the shot site. Despite the unfavorable location rable to that between shot I and stations BAY and KKL, so
with respect to the network, the availability of data at three mantle-refracted waves are the first arrivals and a secondary
stations, including numerous secondary arrivals, removes criui'tq. P phase is again observed. Azimuthal data are
the n ;essity of incorporating azimuthal information to yield included in the calculations, although they were not -equired
a stable location. We included the azimuthal data in all the to produce acceptable location estimates.
calculations, though. as they will be essential in constraining Table 2 contains the lucation results for the two crustal
regional event locations Ahen only two stations provide models, and Figure 4b shows their comparison with the true
data. as discussed below, location. The two estimated locations are nearly identical:

The location estimates for explosion I using the two S they are both shifted about 9 km west of the true location,
velocity models are listed in Table 2 and are compared to the which falls outside the error ellipse in each case. Compari-
true o,tion in Figure 4a. The constant ,'V/V, model (model son of the observed and calculated travel times indicates that
A) yields vastly superior results, both in terms of the the P velocity model is too slow in the upper layers, causing
accuracy of location and the d,:'a fit (and hence the location the shift in location toward stations BAY and KKL. The
precisiont. Esen the ongin time is well estimated. In con- only major difference in the results for the two models is the
tra,,t. , the ca,,e of model B the IS by 10 km error ellipse S, residual at KSU, which is about I s late for model A but
does not esen encompass the true location, and the origin over 3 s late for model B. This suggests that the S velocities
time 1" 3 s early. The excellent fit for model A is somewhat in the deeper layers of model B are systematically too high.
surprising The existence of significant lateral heterogeneity This is consistent with the model B results for explosion I,
in crutal thickness anil P, velocity in the region [An- for which the calculated S arrival times were significantly

r,n(,ko. 194. combined with tie location of the shot early.
ilt,ide the ne ssork. would lead one to expect far less Since most of the regional event locations discussed below

fasorahle re-ultf On the one hand. it is true that the DSS arL determined using data from only two stations (BAY and
profile that i,, used to pro,,ide the P velocity model is located KKL. it is informative to test the two-station location
betwkeen the 'hot point and the netwkork, so the P structure capability on the chemical explosions. The locations were.
it,elf mi, he rca omnhl, appropriate. On the other hand. we recalculated (using model A) excluding the data from station
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KSU, %kith little or no significant effect on the results. In the possibly to find optimum frequency bands for azimuth esti-
case of explosion I the epicenter and origin time are essen- mation.
tially unchanged, although the error ellipse expands by 107-. We note also the large swings in estimated a~imuth
For explosion 2 the epicenter shifts 2 km westward and the followlag the initial arrivals in Figure 5. Many of these
origin time is 0.25 s later. Howec., the error e!.'pse does azimuth changes correspond to sizable transverse arrivals,
enlarge significantly, to 8.5 by 1.5 km. Thus in these two presumably near-receiver P to S conversions. Other less
cases where the true event locations are known, we can dramatic azimuth shifts, such as at I s in the BAY record for
derive reasonable location estimates using data from only explosion 2, may reflect off-azimuth arrivals due to lateral
two stations. The success of this test pives us considerable heterogeneity in structure or perhaps minor contamination
confidence in the reliability of the regional event locations by scattered or converted waves. Data from an array of
discussed below, which were mostly obtained using data three-component stations might permit a more complete
from two stations. analysis of such arrival azimuth variations.

For our final location tests with the chemical explosions
we examined the question of focal depth constraint. Ruud er REGIONAL EVENT LOCATIONS

al. [1988] suggest that focal depths for regional events can be
determined from a single station, particularly if S, is ob- We have estimated the locations for 17 regional events
served. With some degree of pessimism we relocated chem- recorded by either two or three stations of the network,
ical explosions I and 2 first with depth fixed at 5 km and then using arrival time and azimuth data as available. The loca-
with depth free, again using velocity model A. For both tions were all '-rmined using velocity model A, given its
events the fixed 5-km depth solutions were notably worse success in locating the chemical explosions. The source
than the original fixed 0-km depth solutions: the mean depths of all the events presumed to be blasts were fixed at
absolute arrival time residuals increased from 0.08 to 0.87 s the surface. The calculated locations are listed in Table 4 and
for explosion I and from 0.24 to 0.68 s for explosion 2. mapped in Figure 6. The events cover an estimated epicen-
Furthermore, for the solutions with focal depth left free the tral distanc:e range of 25-1000 km. Their origin times are
final calculated location was in fact at 0 km depth in each given in local time.
case, with estimated focal depth uncertainties of 0.6 and 1.3 To the best of our knowledge, only two of these 17
km for explosions I and 2, respectively. If we further regional events are earthquakes, both from the Tien Shan
eliminate the data from station KSU, the location quality area. It is likely that all the remaining events are near-surface
remains essentially unaltered for explosion I but degrades explosions, either mine or quarry blasts. A number of factors
significantly for explosion 2. In the latter case, constraint on support this supposition. The Kazakh region is relatively
source depth is completely lost. With data from only a single aseismic, although it is bounded to the south by major
station (either BAY or KKL), the solution for explosion I is earthquake zones. However, Kazakhstan is known as a
still stable and reasonably accurate, falling within 8 km in major quarrying and coal mining region. All of the suspected
epicenter and 1 km in depth. We attribute these surprisingly blasts occurred during the morning or early afternoon. The
successful results for explosion I to the availability of vast majority of the seismograms for these events display
multiple secondary arrivals (Pg and S,,). Thus we would strong short-period R, phases, indicative of very shallow
agree with the claim of Ruud et al. [19881 that focal depth can focus [Kafka, 1988]. Hedlin et al. [1989] find clear evidence
be determined from data at a singje station. A far more for ripple-fired sources in the spectra of many of these
thorough analysis will be required to establish the conditions events. Finally, almost all our event locations can be asso-
under which depths of regional events can bt adequately ciated with mines mapped on regional navigational charts
constrained in general. [Defense Mapping Agency (DMA), 1983], and as will be

In addition to providing a general check on the location shown below, some of the mines are readily visible in
method and the network location capability the chemical satellite photographs of the area. Unfortunately, it has not
explosion data are extremely useful for investigating the been possible to obtain direct independent confirmation of
polarization properties of regional signals for the purpose of the true locations of the majority of these events. However,
azimuth determination. The results of the covariance analy- the good two-station results obtained above for the chemical
sis for explosions I and 2 are illustrated in Figure 5, and explosions provide some degree of assurance that these
Table 3 shows the comparison between the true and esti- location estimates are valid. In addition, the adequate loca-
mated back azimuths. The estimated azimuths were ob- tion agreement that we find for a number of these regional
tained . "om selected portions of the initial P arrival, chosen events with independently determined locations provides
on the basis of azimuth stability, and the - I a, level further confidence in our technique.
represents the standard deviation of the azimuth estimate Two of the events for whic- locations have been deter-
within the window selected. A more formal uncertainty mined independently are a quarry blast near the town of
estimate could probably be detived from the eigenvalue Karagaylyjust east of station KKL (event e) and a regional
analysis. The windows chosen are indicated in Figure 5. The earthquake in the northeastern Tien Shan (event I). The
accuracy of the estimates is quite good, with the largest Karagayly blast occurred at a time when only stations KKL
errors for the seismograms in which P. is the first arrival and BAY %,ere operating. First P and S arrivals and P
(explosion 2, stations BAY and KKL). The apparent misfit is azimuths from these two stations were used to calculate the
near to or exceeds ±2 a for all stations for explosion 2 and event location. The network installation crew noted the site
for KKL for explosion I. This suggests that the a priori of the active quarry, estimating its location to be 49.35°N,
uncertainty assumed for azimuth data should be somewhat 75,72E. The operational navigational chart (ONC) for the
larger than our simple estimate. Further analysis is required area [DMA, 1983] also indicates an active quarry there.
to determine possible station bias in arrival azimuth or Although this places our calculated location scme 8 km to
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Fig. 5. Arrival azimuth estimates from covariance analysis (top) for chemical explosions I and 2 computed over
100-sample (0.4 s) windows for 5 s of the horizontal component seismograms (bottom). The boxes indicate the window
chosen for determination of the P wave arrival azimuth at each station. Significant off-azimuth, scattered, and/or
converted energy is present in all the seismograms.

the south of true, it is at the proper epicentral distance from The Tien Shan earthquake of August 22, 1987, is reported
station KKL (about 25 km). Since the event ongin time is in the preliminary determination of epicenters (PDE) [U.S.
unknown, we cannot directly compare the calculated travel Geological Survey, 1987] as a magnitude 4.4 event at
times to the actual absolute travel times. Therefore it is 43.81°N, 85.29°E, and 58 km depth, based on only seven
uncertain whether the crustal P velocity is slightly too slow reporting stations. This location places it approximately 200
or S too fast, causing the location to be displaced away from km west of Urumqi, People's Republic of China. Fixing the
station BAY. The azimuths estimated from the first P source at that same depth and using data from all three
arrivals fit extremely well with the true quarry location. stations, we determine a location that is offset just 40 km to

IBAE I¢$
KKC -- KSA

t. • 3, . . • $

TIME (wcAds)

Fig. 5. (continued)

8



THURBER ET AL.: SEISMIC EVENT LOCATION i-, KAZAKHSTAN 17,775

TABLE 3. Estimated and True Amval Azimuths for Chemical 71 74 77 80 83 86
Explosions I nd 2 F I I I -

Explosion BAY KKL KSL' 52 - hO b ,g ik.q 52

Estimated (2:1 o') 1 255 -2 293 = 1 276- 2 m >
True 257 296 277 dO AY
Estimated k 1 o,) 2 121 -2 56 = 2 279 4 50 A 50
True 125 61 272 KSU

KKL c

the east, %4ith an rms arrival time misfit of 0.7 s. We consider 4USSR

the agreement to be surprisingly good: the event is over 700
km from KSU, the nearest network station, so control on the China
epicen:er is relatively weak; given the small number of 46 46
stations used in the teleseismic solution, that location may
not be well constrained either. Another smaller earthquake t
occurred in the same vicinity on September 1 (event o) but
did not appear in the PDE. Only two stations triggered on the 44 . 44

P wave for this event (KKL and KSU). Our estimated 71 74 77 80 83 56

location is about 60 km east of our location for the August 22 LONGITUDE (DEGREES E)
event. Our locations for both events fall within a narroweatetOur trendin belth evsm y falon wthea nrhrnw Fig. 6. Map of two- and three-station locations for regionaleast-west trending belt of seismicity along the northern events in the time period May to September 1987. See Table 4 for a
border of the Tien Shan adjacent to the Dzungarian Basin list of the locations and their uncertainties.
[Nelson et al., 1987]. Eventually, we hope to obtain inde-
pendent location estimates for both of these events from
regional catalogues of the People's Republic of China and/or location. The seismograms from these two events at station
the Soviet Union. We may be able to use data from the KKL resemble that from chemical explosion I, which was at
Urumqi station of the China Digital Seismic Network to a roughly comparable epicentral distance.
improve our location estimates for these earthquakes. In order to obtain further evidence of the true locations of

The remainder of the events can be grouped correspond- these events, two photographs taken by the French satellite
ing to three areas: Lake Balkash, Ekibastuz, and Karaganda. SPOT covering an area encompassing these locations have
Of these, only two of the events were recorded by all three been examined for evidence of mining activity, one from
stations: event n in the Lake Balkash area and event q in the June 1986 and the other (requested by us) froin October
Ekibastuz area. Unfortunately, the former event was over- 1988. The original photos cover a region roughly 60 by 60 km
lapped by an apparently more distant, unidentified regional centered on 47°02'N, 77°15'E, with a nominal spatial reso-
event, so that in addition to three first P arrivals, only one S lution of 30 m and a geographic location accuracy of 300 m.
arrival time and P azimuth could be obtained. However, the A 21-km square portion of the 1986 photo is shown in Figure
resulting solution is relatively well constrained with small 7, with the 90% confidence ellipses for our two event
residuals. A second event 5 days later (event p) was re- locations indicated. Two mine areas are visible (labeled A
corded by stations KKL and KSU, and it locates within and B),andbothfallneartheerrorellipsesofthetwoevents.
error at nearly the same place in the Lake Balkash area, Comparison of the appearance of the mines in the 1986 photo
providing some added confidence in the reliability of the with the 1988 photo of the same region (Figure 8) indicates

TABLE 4. Catalog of 1987 Two- and Three-Station Event Locations

Origin Time
Latitude Longitude

ID Day Time -N *E Error Ellipse Type Area

a 134 0936:16.4 50.190 74.157 26 x 3 at -85* blast Karaganda
b 135 0908:35.2 51.709 75.514 8 x 4 at +74* blast Ekibastuz
c 135 1035:00.3 49.304 72.712 3 x 2 at +53* blast Karaganda
d 141 0916:43.3 50.744 73.279 2 x 2 at -80 °  blast Karaganda
e 143 0849:22.7 49.275 75.738 5 x 2 at -34* blast Karag3yly
f 145 0926:43.7 51.670 75.454 12 x 3 at +84* blast Ekibastuz
g 145 0956:40.9 51.743 75.316 10 x 2 at +74* blast Ekibastuz
h 146 0531:04.8 51.819 74.797 6 x 4 at -85* blast Ekibastuz
i 146 0833:26.5 51.760 75.571 15 x 6 at -83* blast Ekibastuz
i 162 1241:04.9 51.454 75.488 7 x 5 at +16°  blast Ekibastuz
k 162 1250:34.3 51.677 75.525 17 x 7 at +88* blast Ekibastuz
1 234 0021:50.7 44.129 85.363 12 x 6 at -69* quake Tien Shan
m 239 0852:53.0 51.213 74.302 13 x 5 at -26* blast Ekibastuz
n 239 0938:34.8 46.900 77.389 6 x 3 at +23* blast Balkash
o 24-4 0344:38.8 43.808 85.948 6 x 5 at + 140 quake Tien Shan
p 244 0908:52.0 46.924 77.241 14 x 5 al + 15" blast Ballkash
q 245 0802:10.2 51.639 75.481 12 x 6 at - 69' blast Ekibastuz

9
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47 ()1 N 7T' 3 F m ., 77 3!rE that the easterii it;a n iie B) was significantly more active

over this time period. A new open pit is clearly visible at the
northeastern corner of the mining area. Event n. located
using all three stations, falls less than 10 km south of the
eastern mine. This agreement is quite good considering that
the nearest station (KKL) is more than 300 km from the
mines. We tentatively conclude that event n did in fact
originate from mine B and that event p probably did as well.
No other mining activity is visible within the 60 by 60 km
region, giving us higl- --nfidence that we have correctly
identified the source atc, of these explosions. However, we
cannot be absolutely certain at present whether or not both
of the events originated from the same mine.

The majority of the regional events occurred just to the
north of station BAY, in the area around the town of
Ekibastuz. In all but one case they were recorded only by
stations BAY and KKL. As indicated in Figure 6, six of the

' nine Ekibastuz events appear to be from the same site, with
the other three at distinctly different sites. We have exam-
ined a May 1986 SPOT photo centered on 51°46'N, 75°17'E,
encompassing the six estimated event locations, and numer-

41) 50 N 77: E L 46- 47 N 77
° 

27 F ous large mines are clearly identifiable. Several of these
mines are also present (and accurately mapped) on the 1983

Fig. 7. Reproduction of a 21-km square portion from a SPOT ONC for the region. An approximately 35-km square blow-
satellite image north of Lake Balkash. The Sayak air field is visible
in the lower right. Two mine areas are marked A and B. Also up from the photo (Figure 9) shows a ring of seven mines
indicated are the epicenters and 90% confidence ellipses for events (marked A-G) that appear to be active (and a number of
n and p. (Base photo, © 1986, CNES/SPOT Image Corporation.) what are probably abandoned water-filled mines); also indi-

4,%
o

13

Fig. 8. Comparison of the appearance of the two mines north of Lake Balkash in 1986 (left) versus 1988 (right), from
SPOT satellite images. Mine B has an obvious new pit in the nortcciatr; 'Action of the mine complex. (Base photo,

1986 and 1988, CNES/SPOT Image Corporation.)
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51 052'N 75 0 17'E 5148"N 7544T,.

.. . 4.. ',.

51 36N 7 5'08Ol 51031'N 75-35TV

Fig. 9. Reproduction of a 35-km square portion from a SPOT satellite image around the town of Ekibastuz (at left
center) showing obvious mining activity. Seven individual mines in a partial ring around the town are marked A-G. The
largest mine (A) is about 5 km across. Also indicated are the epicenters and 905/ confidence ellipses for events b, f, g.
i. k, and q. (Base photo, C 1986, CNES/SPOT Image Corporation.

cated are the 90% confidence ellipses for our estimated has increased in area more than I1000%. One or more of :.
locations for the six events. The event locations generally four mines are overlapped, or nearly so, by all the error
cover the region of mining activity, with no particular ellipses for the six events.
pattern that can be related to the actual distribution of the We have also compared these six event locations to the
mines. Due to uncertainties in absolute locations, it is of catalog of regional events recorded by the NRDC network
course impossible to associate unambiguously a given event produced by the Center for Seismic Studies (CSS). While
with a particular mine. However, inspection of a September our locations are quite tightly clustered, the CSS locations
1988 SPOT photo acquired for the same region suggests that for these events are scattered rather widely ir, longitude. For
the mines labeled A, B. D, and G were particularly active some of the events, the location agreement is reasonable.
during the intervening penod. The appearance of all six For example, the CSS It-cations for events f and k are both
mines in 1986 and 1988 are compared in Figure 10. Mine A shifted only about 10 km WNW, while event q is shifted in a

shows a major new cut through the middle, while mine B has similar direction and event b in the opposite direction by
a new linear cut west of the central pit. Mine D has two new about 30 km each. In contrast, event g is shifted 75 km ESE
major cuts spanning almost the entire mine, while mine G and event i is shifted over 100 km WSW. Although we do not

1,1:
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Fig. 10. Comparison of the appearance of the seven Ekibastuz mines in 1986 (left) versus 1988 (right), from SPOT
satellite images. Mines A, B. D, E, and G show the clearest evidence of activity in the intervening period. (Base photo,
C 1986 and 1988, CNES/SPOT Image Corpo.ation.)

know the exact procedure used by CSS to determine the markedly different seismograms at both BAY and KKL.
locations in their catalog, it is clear that careful event Finally, event h took place on the same morning as event i
location incorporating azimuth data can provide quite reli- (another of the Ekibastuz cluster), and again the two sets of
able location results compared to routine catalog locations. seismograms appear markedly different.

We are confident that the remaining three events in the The remaining three events (a, c, and d) are scattered
Ekibastuz area (events h, j, and m) are from different sites around the town of Karaganda, in the general vicinity of the
and are not simply mislocated. For example, visual compar- site of chemical explosions I and 3. The Karaganda area is a
ison of the seismograms for event m with other events particularly active mining region, based on the presence of a
indicates that event m lies at an epicentral distance from large number of mapped mines in the area [DMA, 19831.
station BAY very similar to the typical Ekibastuz event but Event a is a located only obout 30 km north of Karaganda.
that KKL is within the P, crossover distance while the The other two events are located well away from Karaganda,
others (h and j) lie beyond it. Event j occurred just 9 min but each is near a town with mapped mines [DMA, 1983].
before event k (one of the Ekibastuz cluster), suggesting that Event c falls within 20 km of the town of Yuzhnyy, while
it originated from a different mine. and the two indeed show event d is at a comparable distance from the town of
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Molodezhnove. We plan to obtain additional SPOT images Council and the Soviet Academy of Sciences This ,,

to attempt to corroborate the existence of mines in the supported hb the Defense Advanced Research P:lojeu', Agen.,

sicinitN of these sites. under contrats Fl 62 -8-K- )3 " and F19628-ys;,-K -, riem-
tored by the Air Force Geoph.,sic Labc.rators,

CONCLUSIONS
REFERENCES

We have demonstrated the capability of the three-station
NRDC-Soviet Academy of Sciences network in Kazakhstan Aki. K., and P. W. Richards, Quantitative Seismology Theor. anMethods. 932 pp., W. H. Freeman, New York. 1980.
to locate regional events accurately over a wide area. Alekseev, A. S., A V. Egorkin. and N. I Pavlenkova, Shear waves
Locations are determined using arrival times and arrival in lithosphere studies on the territory of the U.S.S.R.. Tectono-
azimuths of observed phases, in most cases with data from physics, 154, 227-239, 1988.
only two stations. The September 1987 chemical explosions Antonenko, A. N , Deep Structure of the Earth's Crust in Kaza-

can be located with reasonable precision and accuracy either khstan (in Russian). 274 pp., Academy of Science of Kazakh SSR,
Alma-Ata, USSR, 198 A

with data from all three network stations or using just t'o Belyaevsky. N. A.. A. A. Borisov. V. V Fedknskv. E. E. Fotiadi.
(BAY and KKL). Furthermore, the data are sufficient to S. I. Subbotin, and 1. S. Volvovsky. Structure of the Earth's crust
determine correctly the depths of the chemical explosions on the territory of the U.S.S.R., Tectonophsics. 20. 35-4 5, 1973
(i.e., surface focus). We have also derived a well- Berger, J., et al., A new U.S.-U.S.S.R. seismological program, Es

Trans. AGU, 68, 110-1Il, 1987.constrained epicenter for an event in the Tien Shan at a Berger, J., H. Eissler. F. L. Vernon. 1. L. Nerseso . N1 B
distance of 700 km from the nearest station that agrees well Gokhberg, 0. A. Stolrov, and N. D. Tarassov, Studies of high-
with the published PDE location. Many other events are frequency seismic noise in eastern Kazakhstan, Bull. Sei rmW
located in areas of mining activity identified in satellite Soc. Am., 78, 1744-1758, 1988.
photos ancb'or navigational charts, and the spectral charac- Bratt, S. R., and T. C. Bache, Locating events with a sparse

network of regionaJ arrays. Bul!. Seismol. Soc. Am , 78, 780-/)8.teristics of many indicate that they are ripple-fired explo- 1988.
sions [Hedlin et al., 1989], but the precise location of each Christoffersson, A.. E. S. Husebye. and S. F. Ingate, Wavefield
individual event cannot be unambiguously determined, decomposition using ML-probabilities in modelling single-site
Analysis of "before and after" satellite photo images in 3-component records. Geophys. J.. 93, 197-213, 1988.

Console, R., and R. Di Giovambattista, Local earthquake relativethese areas helps to identify specific active mining sites, and location by digital records, Phys. Earth Planet. Inter.. 47, 43-49.
the success in locating events at or near these active sites 1987.
adds confidence in our ability to locate accurately regional Defense Mapping Agency, Operational navigation chart, ONCE 6.
events with data from as few as two stations. Washington, D. C.. 1983.

There are several extensions to the present work that we Eissler, H., J. Berger, F. Vernon, J. Gomberg, D. Chavez, N. T.
Tarasov, and V. I. Zhuravlev, Observations of chemical explo-intend to pursue. One is the use of relative event location sions on the steppes of central Asia, Eo Trans. AGU, 68,

techniques, including waveform correlation to determine 1363-1364, 1987.
precise arrival time differences [Console and Di Giovsambat- Hedlin, M. A. H., J. B. Minster, and J. A. Orcutt. The time-
ri.sta, 1987]. This can be applied to clusters of events such as frequency characteristics of quarry blasts and calibratior explo-

sions recorded in Kazakhstan, U.S.S.R., Geophys. J_, in press,
at Ekibastuz, where it might be possible to match the pattern 1989.
of relative event locations to the distribution of active mines Jordan, T. H., and K. A. Sverdrup, Teleseismic location techniques
observed in the satellite images. In this way it should also be and their application to earthquake clusters in the south-central
possible to verify whether or not other events from the same Pacific, Bull. Seismol. Soc. Am., 71, 1105-1130, 1981.
general vicinity (events h, j, and m) were from distinct sites. Kafka, A. L., Investigation ofR, waves recorded from earthquakesand explosions in New England, paper presented at 10th Annual
At the same time, additional satellite images will be exam- DARPA/AFGL Seismic Research Symposium, Def. Adv. Res.
ined to seek potential alternative sites of explosions. Finally, Projects Agency. 1988.
one of the most pressing issues is the routine determination Kanasewich, E. R., Time Sequence Analysis in Geophysics, 480
of source depth. Ruud et al. [19881 claim that depths can be pp., University of Alberta Press, Edmonton, Canada, 1981.

Lee, W. H. K., and S. W. Stewart, Principles and applications ofconstrained using data from a single station. Analysis of the microearthquake networks, Adv. Geophys., Suppl. 2, 293 pp..
chemical explosion data indicates that depth can be con- 1981.
strained if multiple secondary arrivals (such as P, and S,) Leith, W., Geology of NRDC seismic station sites in eastern
are available. Our future work will include further testing of Kazakhstan. USSR, U.S. Geol. Sur'. Open -ile Rep., 87-597,
this claim for the data from other regional events in Kaza- 1987.

Magotra, N., N. Ahmed, and E. Chael, Seismic event detection andkhstan, as well as an examination of the problem on a source location using single-station (three-component) data. Bull.
theoretical basis. Seismol. Soc. Am., 77, 958-971, 1987.

Nelson, M. R., R. McCaffrey, and P. Molnar, Source parameters for
II earthquakes in the Tien Shan, Central Asia. determined by P

Acknowledgments. We are grateful to Steve Bratt for providing and SH waveform inversion. J. Geophys. Res.. 92, 12,629-12,648,
a copy of his location algorithm and for numerous helpful discus- 1987.
s'ons and to Bill Leith for alerting us to some of the information on Owens, T. J., G. Zandt, and S. R. Taylor, Seismic evidence for an
crustal structure in Kazakhstan. C. Thurber thanks the Seismology ancient rift beneath the Cumberland Plateau, Tennessee: A de-
Group of Lamont-Doherty Geological Observatory for constructive tailed analysis of broadband teleseismic P waveforms. J. Geo-
comments and logistical support while on sabbatical during the phys. Res., 89. 7783-7795, 1984.
beginning stages of this research. H. Given acknowledges support Park. J., F. L. Vernon Ill, and C. R. Lindberg. Frequency depen-
from the Institute on Global Conflict and Cooperation, University of dent polarization analysis of high-frequency seismograms, J.
California. We also than Eric Chael for a helpful review, Jean Geophys. Res., 92. 12,664-12.674, 1987.
McPhetres of AFGL and Ed Chabot of DMA for their assistance in Pavlis, G. L , Appraising earthquake hypocenter location errors: A
obtaining the SPOT photos, and Joe Tull of LLNL for the provision complete, practical approach for single-event location, Bull. Seis-
of and assistance with SAC. Installation and operation of the mol. Soc. Am., 76, 1699-1717. 1986.
!'azakh network was funded by the National Resources Defense Pnestley, K. F., G. Zandt. and G. E. Randall, Crustal structure in

13



17,780 THURBER ET AL.: SEisMic EVENT LOCATION IN KAZAKHSTAN

eastern Kazakh. U.S.S.R. from teleseismic receiver functions,Geopvs.Res.Let.. 1. 63--66. 988J. Berger and H. Given. Institute of Geophysics and Planetary
Physics. Scripps Institution of Oceanography. University of Cali-

Ruud, B. 0. E. S. Husebye, S. F. Ingate, and A. Christoffersson, fornia. San Diego, La Jolla, CA 92093.
Even. location at any distance using seismic data from a single, C. Thurber. Department of Geology and Geophysics. Universitv
three-component station, Bull. Seismol. Soc. Am.. 78, 308-325, of Wisconsin-Madison, Weeks Hall, 1215 W. Dayton St.. Madison,
1988. WI 53706.

Thurber, C. H., Analysis methods for kinematic data from local
earthquakes. Rev. Geophys., 24, 793405, 1986. (Received April 5, 1989;

U.S. Geological Survey, Preliminary determination of epicenters, revised July 25, 1989;
Reston, Va.. Aug. 1987. accepted July 27, 1989.)

14



JOURNAL OF GEOPHYSICAL RESEARCH. VOL. 95, NO. BI. PAGES 295-307. JANUARY 10. 1990

High-Frequency Seismic Observations in Eastern Kaz khstan, USSR,
With Emphasis on Chemical Explosion Experiments

HoLuY K. GIVEN, 1 NIKOLAI T. TARASOV, 2 VLADIMIR ZHURAVLEV, 2 FRANK L VERNON,'
JONATHAN BERGER,' AND IGOR L. NERSESOV2

Two temporary three-station seismic networks, deploying surface and 100-m borehole high-frequency
seismometers, of the order of 200 km from the Kazakh test site in the USSR ard the Nevada test site in the
United States are discussed, with emphasis on chemical explosion experiments. Seismograms attained from
the detonation of three buried explosions (10 t, 20 t, 10 t) in eastern Kazakhstan at distances between 156
and 637 km are examined in the frequency band of 1-80 Hz. Observed signal-to-noise (S/N) ratios were
high, reaching a maximum of 400 for P waves and 200 for L. waves. Good signal-to-noise levels persisted
to high frequencies; S/N = 2 at about 5h Hz for L waves about 250 km from the source, and at about 14
Hz at 680 km distance. For P; waves, S/N = 2 at about 50 Hz 270 km from the source. Shapes of displace-
ment amplitude spectra were similar, characterized by a broad maximum in signal-to-noise levels between 4-8
Hz. and a decay at higher frequencies (e.g. above 10 Hz) of about f-3-S - f.4.1 for L, waves, and f-3.1 -
f.. 4 -5 for P5, uncorrected for distance. Magnitudes estimated from L time domain amplitudes for the 10 t
explosion are between 2.8 and 3.3, depending on the magnitude relation used. Spectra] characteristics are
used to put some constraint on L. Q. Pi Q is poorly constrained by the data. A similar experiment in
southern Nevada showed much lower P and L, signal-to-noise levels above 1 Hz, although Kazakh and
Nevada absolute noise levels are compara,le.

1. INTRODUCTION (Analysis of high-frequency seismic noise in the western U.S.
and eastern Kazakhstan, USSR, Submitted to Bulletin of theIn 1987, three high-frequency borehole-equippd digital Seismoogicad Society of America, 1989) systematically aalyzed

seismic stations were deployed in eastern Kazakhstan as part of Sevelof ambiet ou noisand tedpdce nawizd

a joint project between the Natural Resources Defense Council, conditions and sensor depth in a comparative stndy between

an American environmental organization, and the Academy of eastrn anksan dth w n UnitedaSates

Sciences -)f the Union of Soviet Socialist Republics. The sta- asn exa of the semic S atso
tion wee o theordr o 20 km romtheKazah Tst ite As an example of the seismic observations obtained during

tingure of. te rdeary puof e 0 fro the oj ah st Site the Kazakh deployment, we will discuss three large underground
(Figure 1). The primary purpose of the project was to acquire chemical explosions (10-20 t of TNT) that were detonated to
data relevant to an in-country seismic monitoring scenario in the
event of new agreements limiting underground testing of nuclear teiedependence on d ea el d i the inity of

weapns.A nerlyidetica newor opeate ner th Neadatheir dependence on distance and source yield in the vicinity of
weapons. A nearly identical network operated near the Nevada teKzk etst.Teeprmn rvddsimgasa

Tes Sie i th weter UntedStaes or ostof 988(Fiurethe Kazakh test site. The experiment provided seismogramts at
Test Site in the western United States for most of 1988 (Figure distances from 156 to 637 kn from the sources. This example
2). .a o gives an indication of expected signal-to-noise levels from small

The amount of data is limited by the short duration of the explosions as well as some implications for crustal attenuation
deployment, the sparseness of station distribution, and some in Kazakhstan. Results from the Kazakh network are compared
periods of operational difficulty. Yet the data quality is high, with those from a similar explosion experiment with the Nevada

which has led to studies that are useful both in illustrating the netor

possibilities of high-frequency data in general and in describing network.

the seismic properties of a geographic area of high interest
where data were previously unavailable. For example, Thurber
et al. (1989] showed that regional events can be located with Sensors, data logging equipment, and ambient ground noise
remarkable accuracy with only two stations using secondary levels at the Kazakh stations have been discussed by Berger et
phases and three-component data and compared computed loca- al. (1988]. Each station was equipped with three-component
tions of suspected mining explosions in Kazakhstai to satellite borehole seismometers (using Teledyne Geotech 5750 sensors)
photos of known mining centers. Hedlin et al. [1989] dis- at a depth of approximately 100 m and two sets of d-the-
tinguished simultaneously fired explosions from sequentially component seismometers in a well-constructed surface vault
fired mining explosions in the data set on the basis of the time- (Teledyne Geotech GS-13 and Kinemetrics S-1 sensors). The
frequency characteristics of the seismograms. H. Gurrola et al. signal was digitized at 250 samples per second; low-pass filters

provide antialiasing processing above 80 Hz. At the low-
frequency end, the corner frequencies of the borehole and GS-
13 surface seismometers are 0.2 Hz and 1 Hz, respectively.

fnslitue of Geophysics and Planetary Physics, Scripps Intitution of When both high- and low-gain charmels of all seismometers are
Oceanography, University of California, San Diego. La Jolla. considered. the available dynamic range of the systen is

Institute of Physics of the Earth, Academy of Sciences of the USSR, 180 dB.
Moscow.

The data acquisition software was modified from that of the

Copyright 1990 by the American Geophnica] Union. ANZ/ network [Berger et al., 1984). The basic recording mode
is event-triggered, although the operator can manually turn the

Paper number 89]BO1572- recording system on or preprogram periods of continuous
0148-227/90/89JB-01572505.00 recording. The trigger algorithm employs a standard short-term

The U.S. Government Is authorized to reproduce and tell this report. 15
Permission for further reproduction by others must be obtained from
the COPyright owner.
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Fig. 1. StAt~i loczions in~ eastem Kazakchstan (triangle%). Solid cir- 2

cles show the~ two dsemnical eXplogion sitrs. "SR" mnd "DM (open i
circles) derrote the Shagxi River and Dlegelen Mounain areas of the /'I--_J

average to long-term average ratio cuiterion, where the window must be associated after the fact. Satellite telemetry was not
lengths are wa by the operator. The amount of preevent leader considered for the Soviet stations at the time of the Kazakh
and postevent trailer to be recorded can be set by the operator. deployment due to logistical and technical considerations.
The system accepts the desigrnation of any or all data channels Sites for the Kazakh stations were chosen to be far from
as trigger channels; for example, if there is an unusual amount industrial noise and on large granitic intrusions. The geology of
of surface noise, the operator may choose to trigger on borehole the Kazakh sites has been discussed by Leilh [1987], who con-
channels only. Physically, the components of the data acquisi- cluded that that granitic intrusions are similar in composition to
tion system fit in an equipment rack housed in a recording the Degelen Mountain intrusion on the Kazakh test site, in
trailer, and the digitized signals are transmitted to the recording which nuclear tests are conducted. Similarly, Nevada stations
trailer via underground cable. were sited in granitic areas.

The seismic equipment used at the Nevada stations was The Kazakrh data set contains roughly 65% local events, most
almost identical to the Kazakh equipment, but there was a fun- of which are mining explosions within 250 kcm of the stations;
damnt-al difference in the data acquisition systems. Data were these explosions occurred of the order of a few per day. Many
recorded on site in the Kazakh network, and there was no link of them occurred near the cities of Ekibastuz, north of the net-
between stations. There was no on-site recording at the Nevada work, and Karaganda, west of the network, which are major
stations. Data were sent via satellite to Scripps Institution of coal producing centers (Figure 1, also Thurber el al. (1989]).
(keanogaphy, where an interface unit formed data buffers with Natural seismicity in this area of Kazakhstan is rare, providing
information from all three stations for input to the detection little opportnity to study local (i.e., 5 300 kin) earthquaktes and
algorithm. This increases flexibility in network control, for explosions at comparable distances. Roughly 10% of the triggers
example, the operator could designuse trigger channels such that are regional events, predominantly earthquakes from the tectonic
only events that trigger two or three stations are recorded. This areas of the Pantuir-Tien Shan mountain region approximately
is obviously a preferable design, in that the expense of thre( 1000 km to the south of the network, and roughly 25% are glo-
separate data loggers is spared; also, one set of presumably bally distributed teleseismic events. About 20% of the Kazakth
related events is obtained rather than three sets of events that triggers were recorded on two or more stations. Logistical and

16



GrvEN ET AL- SEtsmK: OvsaIvAnTONS Li EAsRN KA2IA-TAN 297

i N d with explosion 1, except that some instrument gains wereCalifornia Nevada changed between the explosions to provide better resolution at

higher frequencies for some data channels; in these cases we use
data from explosion 3. Figure 3 shows an example of the data
from explosion 3, recorded on the borehole seismometer 254 km

40o N away at site KKL; Figure 4 shows data from KSU, 637 km
from the source. The records have been high-pass filtered for
plotting purposes with a I-Hz comer frequency to eliminate
background microseisms and emphasize high-frequency arrivals.

TRC The 20-t shot at site 2 was situated in a 17-m-deep preexist-
A ing horizontal mining tunnel in granitic rock, accessible through

two shafts. This site is near the center of the network, on the

A western boundary of the test site. This explosion blew out to the
DSP NTS surface along the shafts and thus the signal levels were at best

comparable to the 10-t shots in clay. (This shot will be referred
Los VetoS to as explosion 2.) Figure 5 shows an example of the high-pass

filtered borehole seismogram at KKl. 159 km from the source;
A NEL Figure 6 shows the record at KSU, 269 kn from the source.

Note that for both shot sites the geometry is such that two sta-
,2 .,tions (KKL and BAY) are nearly equidistant but at different

azimuths, and the third (KSU) is farther.

oLos Angeles Thurber et al. [1989] matched the locations of the chemical
explosions using observed P.. P., L., and S., arrival times and
azimuths and a crustal structure modified from the Soviet litera-

o ,o 200 300 Soo s ego ture [Antonenko, 1984; Leith, 1987]. This model has a Moho
k m depth of 50 km and a mantle compressional velocity of

Fig. 2. Stauon locations for the Nevada network, showing the Nevada 8.2 km s-1 (Table 2). The predicted P. - P, crossover distance
Test Site. Station coordinates are given in Table 1. is about 230 km; thus P, dominates the P wave train in most of

the records. By A = 269 km (Figure 6). P. arrives about 1 s
before P,. S and P wave trains have comparable amplitudes

operational difficulties resulted in only 3 weeks of simultaneous on the vertical and radial components for both explosions. S
operation of three stations around the time of the chemical armplitudes are roughly equal on vertical, radial, and transverse
explosion experiments described below, components, indicating predominance of the L, phase. There is

In the Nevada data set there is a more continuous distance a long coda after the P and S phases, which is most clear in the
range of local and regional events, mainly earthquakes, although P coda on transverse components, indicating high-frequency
there are some mining explosions. Several nuclear explosions scattering. S. is not well observed at the nearer stations but is
were recorded on scale on the low-gain channels. Unlike Kaz- clear in the record at 637 km at about 150 s (Figure 4).
akhstan, there are observations of earthquakes and explosions at
comparable distances. There are a higher number of two- and 4. SPrcrRAL CHRAcTrus'ncs oF CHEICAL
three-station events due to the difference in the data logging E Smos5IN SmSMOGRAm
arrangement. A qualitative comparison between the Kazakh and
Nevada data sets shows that eastern Kazakhstan is much more L, and P displacement amplitude spectra were calculated
efficient in the transmission of high-frequency energy (>20 Hz) from the borehole vertical channels for the six source-station
than the area around the Nevada Test Site. To quantify this, we pairs. We use the multitaper spectral estimation technique of
now discuss the explosion experiments at length. Thomson [1982]. as applied by Park et al. [19871, where the

time series is tapered with a sequence of prolate spheroidal

3. CEMCAL ExpLION EXPERMENTS: functions is transformed and the results are averaged. We have

SrrE PREPmmot AND DATA ExA s found that multitaper analysis provides notable improvement
over standard single-window methods, particularly where them

Explosion sites are shown in Figure 1 and listed in Table 1. is still substantial high-frequency coda energy at the end of the
Two 10-t explosions, one day apart, were detonated at site 1, window. The variance of the spectral estimate is also much less.
west of the city of Karaganda approximately 450 km from the Lower frequencies were heavily smoothed for the window
Kazakh test site. To prepare the shots, 30 bomholes were drilled lengths used, and thus we restrict discussion to frequencies
to a depth of 25 m in water-saturated clay, with a horizontal above 1 Hz.
grid spacing of 10 m. The TNT was distributed equally among A group-velocity window of 3.6-2.7 km s7 was necessary to
the boreholes, and all boreholes were detonated simultaneously, window the L. wavetrain at distances less than 200 kn where
The shot time is known to an accuracy of at least ±1 0 ins. The the ray paths are effected by lower velocities in the upper crust
borehole grid for the second explosion at this site was 150 m Differences between spectra calculated for this window and a
from the first. Both explosions were fully contained under- 3.6 km s'-3.0 km s-I window are negligible for distances over
ground. (These shots will be referred to as explosions I and 3.) 200 kin. L, amplitude spectra are shown in Figure 7 from
Signals from explosion 3 arrived at the'stations in the coda of a explosion 3 and in Figure 8 from explosion 2. Upper -aces are
teleseism in the MacQuarie Islands (M, = 72), but the events signal and lower (dashed) traces are a pre-P noise sample. The
can be separated by filtering. Explosion 3 is basically redundant solid line fit to the signal spectra were calculated using an algo-
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TABLE 1. Ex~plosion and Station Locations

Name Onew Time Latitude Longitude
Year-Day Time

Explosion 1 (10 t) 1987-245 0700:00.32 50' 16'50" 72*10'20"~
Explosion 2 (20 t) 1987-745 0927:04.95 50'00'00"~ 77'20'20"~
Explosion 3 (10 E) 198'-246 0700:00 06 50' 16'W0' -r*10D'20"
Broken Hills (14 t) 1988-121 1900:00).00 39'03'5 1~ 117'5 8'49"

USSR stations
Kararalinsk (KKL) 49'20' 75O23'
Bayan"a (BAY) 50'49' 75033'
Karas (K.SU) 49'57' 81905'

U S stations
Derep SpnLngs, CA (DSP) 37o22' 11l7'5 8'
Tiny Can on, NV (TRC) 38'2 1' - 115035'

Nelson. NN (NEIA 35039' - 114'5S1'

120

2C

Y g Three component seismograrn from explosion 3 necorded on the borehiole channel at statci KKL. 25 4 km from the
-Urce- Me records were high-pass filtered with a 1-Hz comner frequency for this plot.

nthr described by Vernon [ 1989]. which uses the variance out- L, signal levels are high. For explosion 3, maximum signal-
put of the mulutaper analysis to estimate the best values of to-noise levels are between a factor Of 130 and 200 between 5
high frequency spertral slope, long Dernod spectral level (in this and 6 Hz at KKL and BAY and reduce to a factor of 13
case, 1 Hz., and apparent corner frequency. These parameters between I and 2 Hz for KSU at a distance of 637 kmn. The
arm given in Table 3. Although this parameterization is some- highest frequency where signal amplitudes are above noise
what rigid, all the chemical explosion spectra show similar amplitudes is about 60 Hz at the KKL and BAY; this reduces to
characteristics that are well described by this model: a fairly about 14 -Hz for KSU. Spectral slopes were estimated only in
constant spectral level up to about 4 Hz and a fairly constant the frequency band where S/N was at least 2 or greater. Slopes
slope above &b~out 10 Hz_ were identical at KKL and BAY at 3.8, increasing only slightly
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Ftg 4 Three-component seisr,";gram from explosion 3 recorded at KSU, 637 km from the source.

to 4.1 for KSU at 637 km. Explosion 2 L, spectra (Figure 8) crustal phase by about 0.4 s in the seismograms at BAY and
are similar; the maximum signal-to-noise ratio is 200 at 4 Hz at KKL. P. is the first arrival at KSU at 637 km, and P. can be
BAY and about 70 at 6 Hz at KKL. decreasing to 50 between 4 seen as the increase in coda at about 10 s (Figure 4). Spectra
and 7 Hz at KSU at 269 km. Note that resolution is lost at KKL were calculated for P, and different parts of the P coda at
and BAY at about 50 Hz, where both signal and noise spectra KSU, but we found that the basic features of the spectra such as
flatten out due to least count noise from the digitizer because the 1-Hz level and high-frequency slope changed very little. The
gains were et down on the low-gain channels shown. (High- P. spectrum is shown in Figure 9. For explosion 3, P, spectral
gain channels clipped at KKL and BAY.) Signal levels are shapes and levels are almost identical for the nearly equidistant
apparent out to 50 Hz at KSU. stations at KKL and BAY. about 250 km from the source. Max-

Overall there is little difference between L, spectra from the imun signal-to-noise levels are about a factor of 300-400 at
two explosions. High-frequency slopes change little if at all with these sites, reacl. A at about 7 Hz. The maximum signal-to noise
distance, and in most cases the spectral shapes are identical. level for P. is about 22 at 7 Hz at KSU at 637 km, and appre-
Absolute spectral levels are more variable and not simply ciable simmral levels are seen to about 35 Hz. P, levels from
explained by geometric spreading. For example, for explosion explosion 2 (Figure 10) are lower than from explosion 3, in
2. spectral levels vary as much between the two equidistant sites spite of the larger source size and smaller distances, most likely
as between the near and far sites, due to the effect of the blow ouL

Characteristics of P spectra were more variabl-!. In most Spectra from the crustal phases from the Kazakh chemical
cases. P, was the first arrival or near enough to the first arrival explosion experiment in general show high signal levels extend-
to be clearly identified in the wavetrain. Figure 9 shows signal in- to high frequencies. For comparison with an area of known
(upper trace) and pre-P noise sp)ectra (lower trace) from explo- high crustal attenuation, we computed spectra calculated in the
sior. 3 at the western shot site, and Figure 10 shows data from same way from se;smogrvns firom a similar explosion experi-
explosion 2 near the test site. A window length of 5 s beginning ment in southern Nevada. igure 11 shows P, and L spectra
slightly before the initial arrival was used. Window lengths from from a 14-t (TNT) buried explosion, detonated and contained in
2 to 10 s were tested, but the window had only a minor effect 48-m-deep boreholes in metamorphic rock, recorded at the Deep
on the gross spectral characteristics. At stations where P. Springs and Troy Canyon stations, 188 and 223 km away,
arrived within I s of P,. inclusion of P. in the windcw had respectively. The most dramatic difference is in the signal-to-
almost no affect on the spectra. In Figure 9. P. is visible as A roise ratios, particularly at high frequencies. S/N approaches 1
very low amplitude, lower-frequency arrival preceding the larger between 10 and 20 Hz for P, and at about 10 Hz for L,. Noise
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Fig 5. Seismogram from explosion 2 recorded at KKL, 159 km from the source.

TABLE 2. Layered Cnutal Velocity Structure the eigenvector of the covariance matrix having the largest

Depth eigenvalue. The vertical component is used to resolve the 1800
Range, km V., kM s-1  Vo. km s-  ambiguity by requiring the eigenvector to correspond to a ray

0-5 5.40 3.05 arriving from below the station. The strength of this method is

5-10 6.15 3.50 that both the time dependence and frequency dependence of the

10-20 6.35 3.60 azimuth estimate can be determined.
20-30 6.55 3.70 An example of the azimuth of explosion I inferred from the
30-40 6.75 3.5 P wave arrival at BAY is shown in Figure 13. The azimuth
40-50 695 3.96 was calculated for four passbands centered on 5. 10. 20, and

>50 8.20 4.65 40 Hz. The filter width was ± I octave around the center fre-

quency. Different lengths for the time window analysis were
levels themselves are similar to Kazakh levels. S ;nal was only tested; we found that a window length of 2/f ., or two cycles
lebout 3 thmes background noise at the th d station, about of the dominant period of the filtered seismogram, gave stable

results for most bands. The window was moved one point at a
400 km away (not shown). Figure 12 compares observedsignal-to-noise levels as a function of frequency in Kazakhstan time, so that the spacing of the azimuth function is the same as
and Nevada. the sample rate, 0.004 s. Figures 13b, 13c, 13d, and 13e show

the back azimuth as a function of time inferred frem 4 s of the
P wave in the 5-, 10-, 20-, and 40-Hz bands, respectively; the
dashed line shows the true back azimuth. For an indication of

We used a method that closely follows Jurkevics 11988] to the signal-to-noise ratio, Figure 13a shows the waveform in the
examine the accuracy of event azimuth estimation from three- 5-Hz band, and Figure 13f shows the waveform in the 40-Hz
component P waves. A portion of the P wave is selected, and band.
the three components are band-pass filtered with a two-pole The maximum signal-to-noise ratio for the BAY record
Buterworth filter centered on a given frequency. A moving win- occurs near 5 Hz (see Figure 9); the azimuth estimation is very
dow analysis is then done on the filtered seismograms; the data stable at this frequency. The 10-Hz band is similar. In the 20-
are tapered with a Harming window, the 3x3 covariance matrix Hz band the initial part of the P wave is still well polarized.
is formed in the window from the three components of ground Signal amplitudes in the 40-Hz band are 0.1 times those in the
motion, and the azimuth is taken as the horizontal projection of 5-Hz band (Figure 13/), but the azimuth direction can still be
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Fig. 6. Seismograrn from explosion 2 recorded at KSU, 269 km from the source.
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Fig, 7. Dusplacement amplitude spectra of the Lwave from explosioni 3 (upper traces), shown with noise spectra (lower.
dashed) takeni just prior to the P arrval- Solid Ismooth lines represent a parameterized fit to the signal spectra. Velocity
time series wtndows ame shown above the spectra.
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Fig. 8. L, displacement amplitude spectra observed from explosion 2 shown with pr-P noise.

TABLE 3. Spectral Parameters

Stauion Distance, Band Fit I-Hz Level, fe, Slope S/N,, fSI (L#IP')t H

km Hz xl0-2s Hz

Explosion 3. L., Waves

BAY 246 1-60 2-11 6.0 3.8 200 6 1.I
KKL 254 1-50 4.37 4.8 3.8 130 5 2.1
KSU 637 1-14 0.86 5.1 3.4 13 1-2 -

Explosion 2, L, waves

BAY 156 1-40 3.29 4.9 3.4 200 4 4.6
KKI, 159 1-50 1.64 5.5 3.7 70 6 3.6
KSU 269 1-.50 0.95 4.9 3.5 50 6 1.1

Explosion 3, P, waves

BAY 246 1-50 1.91 6.8 4.3 400 7
KKL 254 1-50 2.09 6.9 4.5 300 7

KSU (P.) 637 1-35 0.08 6.8 3.7 22 7

Explosion 2. P1 waves

BAY 156 1-40 0.72 6.3 3.1 90 7
KKL 159 1-40 0.45 8.0 3.9 80 10
KSU 269 1-S0 0.84 5.1 3.4 80 8

recognized; we increased the moving window length to 41f. ing Q are not warranted. As the amplitude spectra shown

for more stability. Maximum amplitudes in the 40-Hz waveform above revealed, the 1-Hz spectral amplitude levels at farther sta-

occur about 2 seconds after the initial arrival, but the azimuth tions occasionally approached or exceeded those at nearer sta-

function is more variable here, implying that the increased later tions, and the decay of spectral amplitude with increasing fre-

amplitudes are related to P to SV convened energy, increased quency changed little with distance. Nonetheless, we will try to

scattering, or both. estimate apparent crustal attenuation where possible from the
explosion data using the standard spectral ratio technique. Note

6. CONSTRAITS ON ATT]ENUATION FROM C that the geometry of explosion 3 is more suitable for the Q esti-
mate; the range in station azimuth was only 380, whereas explo-
sion 2 was in the center of the network. Of course, azimuthal

Attenuation has a small effect over the distance ranges dis- heterogeneities and site effects influence amplitude behavior in
cussed in the experiment, and thus definitive statements regard- both cases.
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The amplitude spectra A(f, r is parameterized as Figure 14 shows Q([) estimated from various observation
pairs of the L. data. For each explosion, the observed spectra

r[ - A ]at the nearer stations (KYL and BAY) were divided by the
A (f r)=S(f ) -tV exp Q(f)U ()farthest observation (KSU), providing two estimates of Q.

Prior to division the spectra were further smoothed by convolu-
where 5 (f) is the source function, gexp d,;scribes geometric tion with a cosine function of cycle width I Hz; geaxp was taken
spreading, and A and U are the source-station distance and to be 0.5. For explosion 3, the estimate is limited to !5 14 Hz by
group velocity. Assuming there are no azimuthal path hetero- the signal-to-noise quality at KSU at 637 kn. The average I-
geneities or site effects. the quotient of the observed spectra Hz of Q value is about 500 and increases with frequency,
A I (f )/,A 2U] ) at two sites of different distances tcan be used to although the dependence is poorly constrained. An approximate
eliminate the source function and, assuming an appropriate dependence of _f-0.4 describes the observation to about 5 Hz,
spreading rate, solve for Q (fr) via equation (1). 23 with a possible increased dependence for higher frequencies.
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Fig. 11. P5 and L dtsplacernent arnpliwde spectra observed at two staions 188 and 223 "kn from a 144 borehoe explosion
in Black Rock, Nevada. Instnnnr atin and spectral techniques am identical to those used in the Kazakh experiflent.

For explosion 2 the distance range and thus the observed energy in this window change with distance and thus little can
change in spectra were less. Remaining modulation in the be said about Q without more detailed intormation regarding
smoothed spectra caused the observed values of A (f), after the structure. Explosion 2 data above 10 Hz suggest thai a
correction for spreading, to cross in value at some frequencies, lower limit of P, Q is about 2000. but this is at best a tenuous
resulting in an unstable estimate. The parameterized fits to the inference.
observed spectra are, however, smooth, and these were used in Screno e al. [1988] compiled results of L, Q studies for
place of A (f ) to obtain a Q estimate from the explosion 2 data various geographic regions by many authors from 1 to 7 Hz_
(Figure 14). The KKL curve from explosion 2 is in general con- The Q estimate from the chemical explosion data falls near the
sistent with the explosion 3 observations; BAY gives a lower Q high end of the models, higher than western United States,
estimate because the broad peak in the observed spectrum at France, and Africa, somewhat higher than Scandinavia over 3
3-4 Hz caused the fit to be about twice the KKL level, at essen- Hz, and somewhat lower than eastern North America models
tially the same distance (Table 3 and Figure 8). [Serew el al., 1988, Figure 4]. This shows promise that a

P, Q estimates proved to be problematic. P. was not well detailed study of the Kazakh data set, using the many quarry
observed al 637 km from explosion 3. Explosion 2 P, spectral blasts and regional earthquakes recorded during the project, can
levels at 269 kam slightly exceeded those at 156 km at lower fre- more completely constrain the effective L, Q. Li particular, a
quencies, suggesting that the ray paths contributing to the larger distance range will guarantee mat the average effect of
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Fig. 12. Signal-to-noise ratios (in dB) for three L. obser'vations: 10-t explosion in Kazakhstan at 246 and 637 Ion, and 14-t
explosion in Nevada at 223 kmn. L. signal levels am sustained at higher levels and to higher frequencies for the Kazakh

explosion.

the deeper crustal layers are included, which may result in Q and Kijko's [1983] value of "y (0.001/km f 0 .7) for the eastern
estimates comparable with eastern North Ameiica. United States is used rather than that based on the Q estimate

For a measure of magnitude, we compare two regional mag- from this study, magnitudes are 0.10-0.15 units smaller.
nitude expressions. The first was derived at Uppsala University The energy class pvrarmmter X, used more commonly in the
for use with small regional events in Scandinavia [Bain et at., Soviet literature, is based on the amplitudes of both P and S
1976]; it is based on Richter ML magnitude but includes a waves and is proportiona, to logE where E is the energy in
correction function to ML that depends on distance and fre- Joules. To determine K for the chemical explosions, values
quency appropriate to Scandinavia. The second is ML (f"), were read from calibration charts of Rautian [1964], who first
defined by Herrmann and Kijko [1983], which is based on defined the parameter. Average values of K from explosion 2

Nuntli's [1973] mg. but is more appropriate for use with instru- and 3 are nearly equal at 10.8 and 10.5, respectively.

ments where the maximum L, amplitude occurs at frequencies
above 1 Hz. For the Uppsala magnitude the spatial attenuation 7. CONCLUSIONS
function is included in the correction factor; for mLa (i), we use The major conclusion of the chemical explosion experiment

Q(f) - 500 f 0' estimated above to obtain the spatial attenua- is that crustal signal levels in eastern Kazakhstan from small
tion factor y. In both cases the velocity seismograms were con- sources are high and persist to high frequencies. For example,
verted into ground motion displacement time series before signal-to-noise levels reached a maximum of 400 for P, waves
measuring the maximum L. amplitude and its frequency from and 200 for L, waves 250 kIn from a 10-t explosion, and S/N
the vertical component. Frequencies of the maximum amplitude for both phases approached 1 at about 50 Hz. This is very
ranged from 1.4 to 4.1 Hz. Amplitudes mean,,ed from explo- different from a similar explosion experiment in Nevada, where
sion 1 records, with the same source and location as explosion signal-to-noise levels were observed to be 140 for P, waves and
3, were identical to explosion 3 at all stations. 50 for L, waves for a 14-t explosion at 223 kin; S/N

From the Uppsala relation, the average magnitude of explo- approached I at 14 Hz for P, and 10 Hz for L,.
sion 3 is 2.8, with station values of 3.1 (BAY), 3.0 (KKL), and Crustal phases consistent with a mantle depth of 50 kin were
2.2 (KSU). Explosion 2 average magnitude is 2.6, with station observed in Kazakhstan. S, is large at larger distances and has
values of 2.9 (BAY), 2.4 (KKL), and 2.6 (KSU). Thus much a velocity of 4.2 km s- 1.
smaller values for KSU from explosion 3 suggests that the rela- Auenuation has little effect on crustal propagation at these
tion appropriate for Scandinavia may not be the best for Kaz- distances; we estimated effective attenuation for crust.i L to be
akhstan, an issue that more magnitude measurements must about 500 at 1 Hz, increasing at higher frequencies as about
address. Using mL (f), average magnitudes are larger, 3.3 for f0oA. Q for crustal P is not resolvable from the explosion data.

explosion 3 (3.5 (BAY), 3.4 (KKL), 3.1 (KSU)) and 3.0 for Although the explosion experiment does not constrain Q with
explosion 2 (3.2 (BAY), 2.8 (KKL), 2.9 (KSU)). If Herrmann much confidence, the high quality of the Kazakh data shows
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SUMMARY
In this paper we consider two fundamentally different processes that can be responsible for
the organization of energy in seismic coda into discrete time-independent frequency bands.
One process involves the resonance of energy in low velocity horizons and the other requires
the interaction of time offset wavefields produced by subevents within multiple-event mine
explosions (ripple-fired quarry blasts). We examined data collected by high frequency
seismometers in Kazakhstan, USSR, and observed regular time-independent spectral
modulations in coda resulting from events strongly suspected to be Soviet quarry blasts, but
not in the coda from single event calibration explosions detonated at similar ranges. We
conclude these modulations are a source effect and due to ripple-firing. This modulation is
independent of the source-receiver azimuth and we infer that the spatial array of subshots in
each event must be small. We demonstrate that simple linear superposition theory can be
used to reproduce effectively the spectral modulation observed in real quarry blasts. On the
basis of these observations we attempt to discriminate between the two types of events using a
spectral pattern-based algorithm that seeks time-independent features. We consider the
detrimental effect that resonant energy in low velocity horizons can have on the successful
application of our algorithm.

Key words: explosions, seismic coda, seismic discrimination, USSR

INTRODUCTION are staggered in time and space to reduce ground motions in
areas proximal to the mine as well as to enhance the

In theory any process that introduces a regular repetition fracturing of the rock. The most plausible explanation of the
into a seismic wavetrain will impress apon the spectrum of spectral modulation we observe in the Soviet data is that it is
that energy a regularly spaced modulation. Superposed a source effect which stems from the highly repetitive nature
regular modulations were observed in spectra computed of ripple-fired mine explosion source-time functions.
from P, and S, coda collected in the SW Pacific in 1983 Although the physics behind these two types of
during Scripps' Ngendei expedition. These were explained modulations is fundamentally different, the effect they have
by Sereno & Orcutt (1985a,b) as being due to the resonance on the spectra of the recorded energy is strikingly similar.
of energy in the water and sedimentary columns near the We predict mathematically that both processes are capable
receiver. This mechanism has provided an elegant of impressing a time-independent modulation on the spectra
alternative explanation to the scattering theory previously of seismic wavefields.
held by many as the dominant source of coda generation in We feel the problem of discriminating ripple-fired mine
the oceanic lithosphere. explosions (quarry blasts) from underground nuclear

We have recently observed very similar spectral explosions has become increasingly important and deserves
modulation in data collected in the Soviet republic of close scrutiny. As discussed by Stump & Reamer (1988), a
Kazakhstan in 1987. This dataset includes calibration events, reduced Threshold Test Ban Treaty would bring the
where the source-time function is presumably relatively magnitude of the largest allowable nuclear explosions down
simple, and many other regional events, a large fraction of to that of large 'engineering' explosions otherwise known as
which are likely mine explosions. This unusual spectral quarry blasts. The problem of discriminating quarry blasts
modulation is only observed in the latter events and thus we from other events is not a new one, and has been
suspect that it is not a propagation effect, as was the case in investigated by several other authors. Aviles & Lee (1986)
the Ngendei dataset. For example, Baumgardt & Ziegler considered quarry blasts and earthquakes on the west coast
(1988) discuss a commonly used technique in mining known of the United States and found they had success in
as ripple-firing. In this practice a number of subexplosions discriminating between the two types of events by
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computing ratios of the spectral energy at 1.5 and 12Hz. equispaced eigenfrequencies, determined by the lal,cr
They found quarry blasts to be relatively deficient in high thickness and velocitu Considering a relatively simple case
frequency energy and proposed a preferred attenuation of in which a wavelet wu) is reverberating in a sin ic,-
high frequency energy near the quarry blast source by low-velocity surface laver, the linear sum of all re,,erbeii-
near-surface fractures. Although this method may be valid tions t(t) equals:
in the western US it seems that its success would be highly
dependent on mining practice and the geology of the region X(1) = K.".0 III - (t) -~ e e 7  (1)
in which the discriminant is being used. As we discuss later, T T;
the ratios of power in any two frequencies is highly The time between successive reverberations is represented
dependent on the geometry and timing of the subshots in by T and to a good approximation equals the two-way
the quarry blast sequence. vertical travel time in the horizon. The 'shah' function is

Many authors have performed cepstral analyses of tapered exponentially to simulate the effect of attenuation
multiple source events. The cepstrum, which is the Fourier and is multiplied by the Heaviside step function to exclude
transform of the log of the spectrum (Tribolet 1979). is any acausal energy. The final exponential is required by the
sensitive to regular spectral modulation in the coda of a phase shift incurred by reflection at the free surface.
multiple source events. Baumgardt & Ziegler (1988) showed By Founer transforming the preceding equation the
that cepstra of ripple-fired sources display power highs at authors found that the spectrum of the onginal wavelet is
certain time dependent on the timing of the shots in the multiplied by an infinite set of staggered tapenng functions
quarry blast sequence A weakness of studies which employ which decay at a rate controlleo by and proportional to the
the cepstrum for discrimination purposes is that simple attenuation parameter a. The amplitude spectrum of the
events (earthquakes and single shot explosions) can possess sum of wavelets is given by:
significant cepstral structure. The cepstra computed by
Baumgardt & Ziegler (1988) from the coda of some i = ,f. i.
earthquakes illustrate this point. The problem of discrimina- ,(O -+
tion becomes somewhat arbitrary when it must be decided
how much structure is sufficient to identify an event as a
quarry blast. more closely spaced the spectral highs will be. In the simple

Gupta et al. (1984) attempted to discriminate between case where one horizon is responsible for the bulk of the

single and multiple-event explosions and earthquakes and resonance and the recer.er is a significant distance from the

explored several methods which were based on the expected source (so that the incident energy has high phase velocity)
differences between the distribution of energy in P5 and [g the period of the modulation observed on vertical or
phases at a variety of frequencies. The expected differences horizontal component sensors is largely independent of time
they discussed were mainly due to the proximity of in the coda (Hedlin. Orcutt & Minster 1988). Sereno &

explosions to the free surface and their omnidirectionality Orcutt (1985b) point out that in situations where two or

(resulting in their relative inability to generate SH energy). more different modulations are superposed, either due to

They found that each of the proposed discriminants taken more than one resonating horizon or the combination of

separately had a high faiurc rate and thus it was necessary compressional and shear resonance in the same horizon, the

to combine all of them into a multivariate discriminant. interference of the competing modulations can produce
They observed large differences in the P. and Lg phases time-dependent behaviour, most likely manifested as an
excited by two proximal nuclear explosions and attributed evolution to lower frequency content as time progresses.

excied y to poxial uclar eploion an atribted We now consider the theory underlying a distinctly
the wide variability in their results to the sensitivity of the P different origin of spectral modulation, one onginating at
andthe source rathei than through Propagation. We consider a

We feel that a successful discriminant must be relatively the o e of a rlrg pro ion Wcosr a
independent of the variability of seismic phases, of mining simple model of a ripple-fired mine explosion (quarry blast
practice and geological setting. In this paper we suggest that in which all subshots occur at the same point in space and

the property that best distinguished multiple-shot explosions are offset from each other by equal time spans T. In

from all other seismic events is the persistence through time addition we assume that all wavelets produced by each
subshot w(t) are identical and superpo~se linear,,

of pi minent spectral features in the onsets and coda bsh t are inta an supero nrlI
produced by these complex events. We propose a time pproaching the problem in the manner of Sereno & Orcuttversus frequency' pattern-based discrimi'iant which seeks (1985b) we can compute the seismogram x(t) produced by

verss fequncypaternbasd dscrmirantwhih seks the entire suite of subsbots by convolving the wavelet (coda)
long-lived spectral features in seismic coda. The concept of
exploiting the time-independence of the spectral modulation produced by each identical subexplosion by' the fiite
induced by ripple-firing the source is not entirely new and
was prev.ousy suggested by Bell (1977). 1

x() wt)* lIl (T . B(D)I. (3)

SPECTRAL MODULATIONS IN

SEISMOGRAMS The shah function is multiplied by the boxcar function Bit)

Sereno & Orcutt (1985b) demonstrate the significant which lasts D seconds, the duration of the entire suite of
influence of low velocity horizons in the oceanic subshots in the quarry blast. By Fourier transforming (3) we
environment on coda duration and amplitude This layer find that the spectrum of the entire seismogram equals that
resonance enriche,, the spectrum of the coda at cert;in of an individual shot multiplied by aii infinite set of
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Figure 1. Spectral modulations predicted for events consisting of one to five subshots spaced evenly at 100 ins.

equispaced 'sinc' functions: assumed.
k(/) w(/) (m fT) t i n (;rfD)'

?(f)= = f).(l1(fT) si (4)t) = w(t- Ti). (5)

Although the physics behind the two processes that lead to The absolute time of each of the n subevents (relative to the
modulations are fundamentally different, the mathematics first event) equals T. After Fourier transformation we find
that describe them at this simple level are extremely similar, that the amplitude spectrum of the sum of wavelets equals:
The principal difference between the two models arises from 2 2-

the shah function which convolves the starting wavelet and f(f) = LJf) ( cos (2,r T)) + sin (247;))]
is truncated by the boxcar describing the abrupt beginning
and end of the quarry blast source. In the P, propagation (6)
problem the overall modulation arises from a smoother
function which reflects the loss of energy due to attenuation. The energy from one subevent is multiplied by a sum of
Figure 1 displays the modulation caused by linearly sines and cosines, and is still organized preferentially into
superposing the wavelets produced by one to five subshots time-independent frequency bands provided that the scatter
located at the same point in space and delayed 100 ms from of time delays from a constant value is not too great. Figure
each other. The amplification at the preferred frequencies, 2 displays the modulation pattern expected from an event
equals the number of subshots. The degree to which the consisting of 50 subshots. The time delays between adjacent
energy is confined to the preferred frequencies is directly events are distributed normally with a mean value of 63 ms
dependent on the duration of the quarry blast set. By and a variance of 6.3 ms. The power is concentrated near
inspection of equation (4) one can see that the smaller the the simply predicted frequencies of 16, 32 and 48 Hz,
spacing between successive shots, the more broadly spaced although as the frequency of the overtone increases so does
the modulation in the frequency domain will be. The the scatter. This model is undoubtedly more realistic than
spacing is equivalent to the inverse of the shot spacing and, the first. Although the mining engineers may want their
as is displayed in Fig. 1, a 100ms spacing results in a subshots to adhere to a regular time-spacing there may be
frequency spacing of 10Hz. In this idealized case the considerable deviation from this in practice (Stump &
modulation is independent of time. Reamer 1988). Using high-speed photographic observations

More general mine explosions, involving arbitrary offsets of the subshot blast times in quarries in the eastern US these
in time, can be simulated in a similar manner. The theory authors observed that deviations between the intended and
has been dealt with by Baumgardt & Ziegler (1988) but is actual times were as high as 34 percent. In addition, no true
similar to that described above provided the scatter of offset quarry blast consists of a number of discrete events all
times is not too great. Again linear superposition is located at the same point in space. True quarries employ a
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Figure 2. Spectral modulation predicted for an event consisting of 50 subshots. The offset times are distributed as a Gaussian with a mean of
63 ms and a variance of 6.3 ms.

spatial array of subshots in blasting. These spatial offsets are 100 Hz were deployed in each of the boreholes (Berger et al.
equivalent to apparent offsets in time that depend on the 1987). The surface data used in this study were collected by
slowness of the energy being considered and the azimuth GS-13 seismometers deployed in shallow vaults, which were
from the mine to the receiver. They will, along with the true also sampled at 250 s'. These instruments have a flat
scatter, introduce a deviation from a regular time spacing response to ground velocity between 1 and 80 Hz. All
but will not altogether destroy the organization of the seismometers recorded data only after triggering.
energy into time-independent bands provided that the shot Three calibration events detonated in September of 1987
array dimensions are not too great. Although this is quite provide the only well-constrained events in this data set.
easily dealt with (Smith 1989), as will be discussed later it They varied in size from 10 (events 1 and 3) to 20 tons
appears that we do not need this refinement to interpret the (event 2) and ranged from 157 to 254 km from the receivers
events we examine in this study. (see Fig. 1). Unlike events 1 and 3, event 2 was not fully

contained underground. These events were estimated by
THE DATA SET Eissler et al. (1988) to have equivalent seismic moments on

the order of 1012_1013 Nm. Since event 3 was detonated at

The data used for this study were collected in 1987 in the the same site as event 1 and occurred simultaneously with
Soviet republic of Kazakhstan roughly 200km from the the arrival of a teleseism originating in the MacQuarie
Semipalatinsk underground nuclear test site. Three receiver Islands, it has not been used in this study.
sites were established in the spring of 1987 in a triangular The region surrounding the seismic network experiences a
array near the towns of Bayanaul, Karkaralinsk and Karasu low level of seismicity (Leith 1987) and is considered to be
(see Fig. 3). The local crust varies in thickness from roughly tectonically stable. We believe that the bulk of the events
40 km (near Karasu) to 50 km near Karkaralinsk and recorded during the operation of the network are man-made
Bayanaul (Balyaevsky et al. 1973; Leith 1987). All three and are likely mine explosions. The events considered in this
sites were installed on granitic intrusions of Permian to paper range from 105 to 264 km from the receivers.
Triassic age and consisted of surface and borehole Compelling support for the identification of one of these
instruments (deployed at 99, 66 and 101 m, respectively), events (event i, Fig. 3; Table 1) as a quarry blast comes
Although establishing the receivers on granitic outcrops from a French SPOT photo provided by Dr Clifford Thurber
should have eliminated the problem of near-receiver at the State University of New York, Stony Brook. The photo
reverberations, the site at Karasu was clearly contaminated of the area surrounding event i, and a number of other
by an anomalous site response (Eissler et at. 1988) and the proximal events not discussed in this paper, clearly shows
data from this site have been excluded from this study. four open-pit mines. All events other than the calibration

Teledyne Geotech 54100 seismometers sampling at shots were located by Clifford Thurber (Thurber et al. 1988)
250 s' aith a flat response to velocity between 0.2 and using the method described by Bratt & Bache (1988).
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DATA ANALYSIS relatively narrow band, high-amplitude shear onset arrives
at 48s followed roughly 10s later by a small amplitude

Since we are looking for the presence or absence of surface wave packet. The most striking feature of this
time-independent banding, we hase found it useful to sonogram is that the energy is clearly not organized into
calculate frequenc,-time displays of seismograms, known as time-independent frequency bands but, with the exception
scnograms in acoustics (Markel & Gray 1976), because they of the onsets, is distributed fairly randomly.
preserve tlhe time-dependence information. We strongly suspect that event c (Fig. 3) is a ripple-fired

It is logical to begin the analysis with an event about mine explosion. It wa- recorded by the same seismometer
which .,e know a great deal. The calibration event Chemex and processed in exactly the same manner as Chemex 2 and
2 was a 20T explosion detonated at 50.00'N, 77.34°E at a is displayed in Fig. 5. The son')grams for this event and
depth of P m in a mining tunnel drilled through granite (see Chemex 2 are strikingly different. The energy is clearly
Table 1). The vertical component seismogram for this event organized into time-independent bands regularly spaced at
recorded at high gain by the GS-13 seismometer and the roughly 6Hz. Considering the regularity of the modulation,
corresponding sonogram are displayed in Fig. 4. The it seems reasonable to accept, for now, the initial, simplest,
velocity seismogram has been decimated to one point in 16 quarry-blast model discussed above. A simple calculation
(retairing the maximum and minimum amplitudes), and is thus suggests that this event consisted of a numbei cf
otherwise unfiltered. The spectral estimates in this and all subevents spaced on the order of 167 ms from each other.
subsequent figures are of the acceleration amplitude plotted The actual number of sub-vents involved is not as simply
on a linear scale. Each spectral estimate consists of a assessed sincc the estimation involves using the fall-off rates
weighted sum of seven subestimates computed iusing a of the spectral peaks which are much more difficult to
time-bandwidth product of 4. Each estimate has been compute.
computed from 2 s of data (i.e. 500 samples), padded to 4 s These time-independent bands are observed in virtually
Aith zeros. A fairly broadband compressional onset occurs all the unidentified events. The primary difference between
27s after the event. At this range (157 kin) we expect that them is the period of this modulation along the frequency
the onset energy has travelled solely within the crust. A axis. A third event's sonogram, (event i in Fig. 3, located

ch2.bacO rg=157 km

Figure 4. Seismogram resulting from Chemex 2 recorded at a range of 157 km by the vertical surface '-ismometer at Bayanaul and
corresponding sitogram
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evc.bacO rg=264 km

Figure 5. Seismogram resultng from event c recorded at a range of 264 km by the vertical surface seismometer at Bayanaul and corresponding
sonogram

105 km from Bayanaul) is displayed in Fig. 6. The broader randomly. It seems intuitively reasonable that a single-
spectral spacing (df = 16 Hz) suggests a more closely source explosion should give rise to a coda in which the
grouped set of subshots separated by roughly 63 ms. energy is distributed randomly as a function of frequency

In order to enhance the time-independent modulation we and time if the dominant coda generation mechanism
remove the large-scale structure caused by the compres- involves the scattering of energy by a random distribution of
sional and shear onsets as well as the high frequency spectral randomly sized inhomogeneities. This example suggests that
fall-off. We have found that an effective method involves layer resonance, proposed by Sereno & Orcutt (1985a) as
differencing two versions of each original spectral estimate, the dominant source of coda in the oceanic lithosphere,
As Fig. 7 illustrates we compare a relatively unsmoothed plays only a supporting role in generating seismic coda in
version with one that resolves only the large-scale structure this region of the continental crust. We contrast this result
in order to extract the regular modulation. In practice, when with the coda produced by event c (Fig. 9) which displays
analysing the events considered in this paper, the smoothed obvious time-independent spectral modulation.
versions were obtained by simply convolving the original We examined a fourth event (event d in Fig. 3) to find
spectral estimates with boxcar functions spaining 2.5 and that the regular modulation is not restricted to the vertical
1.0 Hz. We represent all regions of the sonogram matrix component. Indeed, as Fig. 10 reveals, the modulation
where the local power is high relative to the more regional appears to be quite independent of the component of
average power by a value of +1 (denoted as white in this displacement. Only the vertical and radial components are
and all subsequent figures) and where it is low by a -1 shown, but the transverse component is nearly identical.
(black). In this manner the bulk of the magnitude This observation lends support to the hypothesis that the
information is discarded and the true sonogram matrix is ti me-independent spectral modulation is a source and not a
'flattened' to a very simple, yet informative, binary matrix. propagation effect. This observation is not unique to this

The binary matrix representing the first 35 s following the event but appears to be shared by all events other than the
compressional onset of event Chemex 2 recorded at calbibration shots.
Bayanaul to a frequency of 35 Hz is displayed in Fig. 8. The quarry-blast spectral modulation is not only
Aside from the suggestion of time-independent structure in independent of component but appears to be independent of
the vicinity of 5 Hz, the energy is distributed more or less the azimuth from the source to the receiver as well as
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evi.bacO rg=105 km

Figure 6. Seismogram resulting from event i recorded at a range of 105 km by the vertical surface seismometer at Bayanaul and corresponding
sonogram.

source-receiver range. In Fig. 11 we compare the vertical Karkaralinsk (at a range of 217 km and a back azimuth of
component modulation of event d as recorded at Bayanaul 317'). The independence on azimuth suggests that the array
(at a range of 159 km and a back azimuth of 2680) and of subshots comprising event d may be very small. The

,-v¢.baco apparent time offsets caused by spacing the subshots become
significant when the array is large and as discussed earlier

1.0 these apparent offsets have an azimuthal dependence.
To constrain the probable dimensions of a typical quarry

0.8 blast we employ the formula of Smith (1989) to equate true
spatial offsets with apparent time offsets 6T,

E 6T' 01=pV6N'X2 sin' 0 + 6Y~cos 2' + 6T (7)

0,4 / f Each subevent occurs at point (5Xi, bYS) in space and at
o * time bT. The energy under consideration travels at a

0.2 slowness of p s km - ' along an azimuth from the source to. the receiver of 0 degrees. To permit a crude calculation we

adopt an array consisting of just two shots. We simplify the
0 5 10 15 20 25 30 35 40 45 calculation by aligning the X and Y axes parallel and

frequency (Hz) perpendicular to the line joining the shots respectively. To
use this equation, we must first estimate the dependence of
the modulation pattern on source to receiver azimuth. In

Figure 7. Original spectral estimate and two versions, one relatively general it is true in this data set that little difference in the
unsmoothed and the other relatively highly smoothed. This figure is moulation period associated with any single event can be
intended to illustrate the mcans by which we reduce each spectral discerned between the recordings made at Karkaralinsk and
estimate to a 'binary spectral estimate'. The regions of locally high Bayanaul. Thus, for a crude estimate of the likely source
power are represented by a +1 (white) Regions deficient in power dimensions we model a typical event (d, Fig. 10) with
are represented by a - I (black). subshots arranged spatially to give rise to the maximum
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Figure 11. Vertical component binary sonogram matrices corresponding to event d recorded at Bayanaul (a) and Karkaralinsk (b).

possible azimuthal dependence of the spectral modulation and -24.6, respectively). In Fig. 11 we observe 11 cycles

when observed at these two stations. We will realize the present in a frequency band of 30 ± I1 Hz in both the

maximum possible change in modulation period between recordings of this event. Thus, using equation (10), and

Bayanaul and Karkaralinsk if we place this dipolar shot considering a typical crustal ray with a slowness of

array so that the normal to the line joining the shots lies 1/7 skm -  we infer a shot spacing of 100 m or less. Clearly

exactly halfway between the two receivers, Using elemen- many assumptions have been made in this calculation so it

tary error analysis, and knowing that 6T = 1/6F (where 6T should be regarded as a crude estimate at best. We have no

is the time offset and 6F is the spacing of adjacent peaks in a priori information on what blasting techniques (shot

the frequency domain) we find that the change in 6T (or geometry and timing) the Soviet mining engineers employ in

6 2 T) required by a change in the modulation spacing (6 2 F) their quarry bLdsts. Combining this fact with the

is given by: observations that the spectral modulations are regular in

62 F  
frequency and independent of time and source-receiver

65T .... (8) azimuth it seems inappropriate to attempt a more
(6F) sophisticated modelling by allowing spatial offsets. We can

If we observe n cycles in the frequency span of AF Hz in adequately model these Soviet quarry blasts by employing

one recording of an event, and in AF ± dF Hz in another either of the two models proposed earlier in this paper.

recording then Assuming linear superposition (and the first quarry blast
model), it is a simple matter to synthesize a quarry blast by

ndF linearly superposing a Green's function upon itself after
6") (9) offsetting by a delay time prior to each addition. By chance

it turns out that Chemex 2 is at nearly the same distance
Combining equations (7) and (9) we find that from Bayanaul as is event d, and thus it is eligible for use as

n dF a 'Green's function' if lateral variations of crustal structure
6A'- (A)[sin (& )- sin (02)1 (10) are small. This observed rather than synthesized Green's

(function has the obvious drawback of being produced by a

where 6X is the inferred shot spacing and 0, and 02 are the significantly larger source than a likely subevent in a typical

azimuths to Bayanaul and Karkaralinsk (and equal +24.6' quarry blast, so that its corner frequency will be lower. This
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simple linear theory can be very effective in reproducing the
observed modulation. In principle, we can time an observed
ripple-fired quarry-blast repetition rate with this method. In

'.'. . this case we have illustrated a likely offset time (382 ms) for
event d.

X, DISCRIMINATION BETWEEN SINGLE AND
MULTIPLE SHOT EXPLOSIONS
The method described above of reducing sonograms to

binary matrices provides simple patterns that allow visual
,,o 7 . odiscrimination between quarry blasts and simpler events

S NX,- (single-event explosions and perhaps earthquakes). Clearly
there are a number of mathematical operations we can

- employ to reduce these matrices to scalars which reflect the
DoS ° -presence or absence of time-independent spectral banding.

Two methods seem promising at this time but have .ot yet
been developed. One involves the comparison of three-
component binary matrices by performing a three-way
cross-correlation. As discussed above the quarry-blast
modulation is a source effect and is not d pendent on the
recorded component. We expect a relatively high cross-
correlation between the three components of recorded
motion resulting from a quarry blast relative to that

N, .computed from simpler events. In an alternate method the
2-D Fourier transform of the binary sonogram matrix is

V, computed. We expect the presence or absence of time-
7, ,, independent modulation would be reflected in the distribu-

tion of power levels, those events with time-independent
modulation should show a distinctive pattern. For the

o. -present purposes, however, we feel it is sufficient to
' ,<'." -... ._ recognize simply that distinct time versus frequency pattern

differences between quarry blasts and calibration explosions
exist. By comparing individual columns in the binary

-" sonogram matrices calculated from single- and multiple-
33 .t ,,. event explosions we can assess the enhanced discrimination

potential of binary sonogram matrices over that of single
Figure 12. (a) Time series and sonogram corresponding to Chemex spectral estimates. In Fig. 8 many of the columns possess a
2 recorded at Bayaraul (b) Time series and sonogram representing regular modulation comparable to that seen in single
a 'synthetic' quarry blast involving three shots spaced in time by columns computed from the coda resulting from a quarry
133 ms. blast (for example Fig. 9). Individual spectral estimates

computed from even simple single-event explosions can
should not be a significant problem since, as Evernden, have significant regular modulation and thus distinguishing
Archambeau & Cranswick (1986) note, the Sharpe between these and more complex multiple-event explosions
explosion model (Sharpe 1942), predicts the corner fre- using single spectra is expected to be difficult. The profound
quency of a tamped explosion of this size to be 30-35 Hz. differences between these two types of events becomes
This is approximately the upper frequency limit in all binary obvious when many spectra offset from each other in time
sonograms considered in this study. The usefulness in are computed. The persistence of spectral features through
general of such a Green's function is limited because it is time in the coda of multiple-source events, but not
only available at a small number of ranges (defined by the single-source events, is what sets them apart.
offsets between the two events and the two receivers). It has A weakness of this discriminant and indeed any algorithm
the distinct advantage vis-a-vis synthetics that the which seeks to separate quarry blasts from other events on
propagation transfer function is nearly exact (assuming the basis of their unusual spectral colour is that
horizontal layers). By taking the vertical component of time-independent spectral modulation can be acquired
motion from Chen,.x 2 observed at Bayanaul (Fig. 4) and during propagation. The binary sonogram matrix of Chemex
stacking it upon itself twice after offsetting each successive 2 recorded at Bayanaul possesses a faint but undeniable
trace by 133 ms, we obtain the 'synthetic' quarry blast time-independent structure at about 5 Hz. Comparison of
displayed in Fig. 12. The binary sonogram corresponding to this figure with the binary sonogram computed from
a synthetic quarry blast consisting of three shots offset by Chemex 2 recorded at Karkaralinsk reveals that the two
382 ms, displayed in Fig 13, compares well with the actual stations have recorded essentially the same patterns. The
binary sonogram computed from event d. Although same exercise performed on the Chemex I recordings at
non-linear effects must clearly occur during a quarry blast, Bayanaul and Karkaralinsk revealed faint but strikingly
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Figure 13. (a) Vertical component binary sonogram matnx corresponding to a synthetic quarry blast consisting of three subevents spaced in
tim-e ty 3 2 ms. (b) Ver: ;al c,.,mponent binary sonogram .x corresponding to event d recorded at Bayanaui.

similar time-independent patterms distinct from the Chemex small and/or distant and when spectral spikes exist in the
2 patterns. These features are most likely a source effect noise. Prominent features in ground or instrumental noise
since similar patterns have sources, not receivers, in can emerge from the signal after the onset and be
common. Since the Chemex events are known to be misinterpreted as time-independent features due to the
single-source events, the most plausible explanation is that source, especially if more than one harmonic is present. To
the patterns are duc to reverberations occurring in a combat this problem it is necessary to obtain and analyse
shallow, near-source horizon. Although these time- pre-event noise samples to permit the identification of
independent effects are faint they are worth considering time-independent features in the coda that are really due to
further. Reverberations can occur at any time during noise. In this study, all time-independent features attributed
propagation from the source to the receiver, but the two to the source are seen on both the Karkaralinsk and
points at which the effects are going to be most noticeable Bayanaul records. It is also true that.while signal spectra
and most likely are near the source and near the receiver, between the two receivers have high coherence, the
These are the only two points at which the recorded body pre-event noise spectra do not.
wave energy is most likely to encounter a low velocity In practice it is clearly desirable that more than one
horizon. Prior to using the discnminant, we are proposing station be used when attempting to discriminate quarry
that a receiver must be shown to be free of reverberations blasts from simpler events. As discussed earlier, if the
by recording single-event explosions. If the site is able to quarry blast subshot array is not infinitely small we expect
record these events with no time-independent effects then it the modulation pattern to show an azimuthal dependence.
is eligible for this type of work. Fortunately the Chemex There are certain array geometries, for example linear
events have not produced significant time-independent arrays, that will produce, at certain source-receiver
structure (the high frequency overtones have not de- azimuths, negligible apparent time offsets between the
veloped), but they do indicate that it may be possible to subshots and thus little or no time-independent spectral
disguise a single-event explosion as a quarry blast by structure. It is extremely unlikely that a second receiver
detonating it in a low-velocity honzon. simultaneously recording this event at a different azimuth

A second problem exists when events have been recorded will also have such a problem. None of the quarry blasts we
at a time of high noise leels, especially when the events are have examined show evidence for such azimuthal effects.
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Abstract

In tids paper we discuss our efforts to use the NORESS array to discriminate between regional earthquakes

and ripple-fired quarry blasts (events that involve a number of sub-explosions closely grouped in space and

time). The method we describe is an extension of the time versus frequency "pattern-based" discriminant

proposed by Iledlin et al. (1989b). At the heart of the discriminant is the observation that ripple-fired

events tend to give rise to coda dominated by prominent spectral features that are independent of time and

periodic in frequency. This spectral character is generally absent from the coda produced by earthquakes

and "single-event" explosions. The discriminant originally proposed by Hedlin et al. (1989b) used data

collected at 250 s- 1 by single sensors in the 1987 NRDC network in Kazakhstan, U.S.S.R.. We have found

that despite the relatively low digitization rate provided by the NORESS array (40 s-1) we have had good

success in our efforts to discriminate between earthquakes and quarry blasts by stacking all vertical array

channels to improve signal to noise ratios.

We describe our efforts to automate the method, so that visual pattern recognition is not required, and

to make it less susceptible to spurious time-independent spectral features not originating at the source.

In essence we compute a Fourier transform of the time-frequency matrix and examine the power levels

representing energy that is periodic infrequency and independent of time. Since a double Fourier transform

is involved, our method can be considered as an extension of "cepstral" analysis (Tribolet, 1979). We

have found, however, that our approach is superior since it is cognizant of the time independence of the

spectral features of interest. We use earthquakes to define what cepstral power is to be expected in the

absence of ripple firing and search for events that violate this limit. The assessment of the likelihood that

ripple firing occurred at the source is made automatically by the computer and is based on the extent to

which the limit is violated.

1. Introduction

There is a peculiar breed of seismic event known as a ripple-fired explosion. Such an event differs markedly

from a standard "single-event" explosion since it involves the detonation of numerous sub-explosions

closely, and generally regularly, grouped in space and time. Ripple-firing is a technique commonly used

in quarry blasting (Langefors and Kihlstr~m, 1978) where mine operators are striving to reduce ground

motions in areas proximal to the mine, enhance rock-fracturing and reduce the amount of material thrown

into the air - "fly" or "throw" rock - (Dowding, 1985). Ripple-firing is in widespread use, being employed

both in the Americas and in Europe (Stump et al., 1989).
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There has been increased interest in recent years in discriminating mining events from earthquakes and

nuclear explosions. A reduced Threshold Test Ban Treaty could potentially bring the magnitude of the

largest nuclear explosions down to that of large "engineering" explosions otherwise known as quarry

blasts (Stump and Reamer, 1988). Aggravating the problem is the existence of numerous quarries in the

vicinity of the Semipalatinsk nuclear test site in the Soviet Union (Thurber et al., 1989; Hedlin et al.

1989b). There have been a number of studies dealing directly and indirectly with this problem. Looking

primarily at Scandinavian events recorded by the NORESS array, Baumgardt and Ziegler (1988) found

prominent spectral modulation in events believed to involve ripple-firing, but not in the spectra computed

from earthquake seismograms. Hedlin et al. (1989b) observed similar spectral modulation in the coda

produced by suspected quarry blasts in Kazakhstan, U.S.S.R., but not in the coda produced by single-

event calibration explosions detonated at similar ranges. They found further that the modulation, when

present, was independent of time from the onset, well into the Lg coda. This time-independent character

has also been observed in the coda produced by quarry blasts and recorded in Scandinavia (Hedlin et al.,

1989a). Both Baumgardt and Ziegler (1988) and Hedlin et al. (1989b) found that the spectral modulation

observed in the coda produced by mine explosions could be reproduced effectively by asf,,ming that all

sub-explosions produce the same, common, waveform and that the motions superpose linearly. Stump and

Reinke (1988) have investigated the validity of the assumption of linear superposition. They produced

strong evidence supporting the assumption when wavefields from small, closely spaced, explosions are

observed in the nearfield. Baumgardt and Ziegler (1988), Hedlin et al. (1989a,b), Stump and Reamer

(1988) and Smith (1989) - who also observed prominent peaks in the spectra of phases produced by some

quarry blasts - all concluded that the unusual spectral color could be used to discriminate quarry blasts

from other events with "whiter" spectra.

In this work we are extending the study described in Hedlin et al. (1989b) - hereafter referred to as paper

I - in a number of ways. We examine recordings of earthquakes, not single-event explosions, to determine

if they can be discriminated from quarry blasts with a similar degree of success. We seek to determine the

sensitivity of the method to the recording "environment". The recordings examined in the current study

have been made at 40 s-I by the NORESS small aperture-array in Norway (Ringdal and Husebye, 1982;

Mykkeltveit et a., 1983). The data considered in paper I were recorded by single sensors and digitized at

250 s - . We feel that any successful discriminant should not depend strongly on the local geologic setting

and mining practice. In paper I we examined events that occurred in central Asia, in this paper we consider

Scandinavian events, We have automated the algorithm to the point where discnmination can be carried

out solely by the computer. This type of problem has also been investigated by Baumgardt and Ziegler
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(1989). Their approach also relies heavily on the expected time-independence of spectral modulation in

the coda produced by ripple-fired events. In both the present work and Baumgardt and Ziegler (1989) the

underlying premise of this automation is that in the future, if lower thresholds are realized, and thus a

significantly greater dataset must be examined, it will be beneficial and desirable to distance the human

element from the discrimination process.

2. The data set

The bulk of the data used by this study were collected by sensors in the NORESS small-aperture array

- located in south-eastern Norway - from 1985 to 1986 (see Figure 1 and table 1). The NORESS array

is composed primarily of 25 vertical component sensors deployed roughly 2 m deep in shallow vaults

arranged in a set of concentric rings (Mykkeltveit et al., 1983). The fourth and outermost ring is roughly

3 km across. The signal, collected by GS-13 seismometers which have a flat response to ground velocity

between 1 and 10 Hz, is digitized at 40 s- 1. NORESS is actually part of a significantly larger array, known

as NORSAR, and is situated within element 06C at this array, a site known to be particularly sensitive to

signals propagating from Semipalatinsk (Richards, 1988). The seismometers are deployed in competent

igneous rocks of granitic, rhyolitic and gabbroic composition (Mykkeltveit, 1987) and Precambrian or

Paleozoic age (Bungum et al., 1985). The site is thus relatively immune to the near-surface resonance of

seismic energy. A more complete description of the array can be found in Mykkeltveit et al. (1983).

In addition to the NORESS data, we shall use an event recorded by the NRDC high-frequency stations

deployed in Kazakhstan, U.S.S.R. in 1987 (Given et al., 1990). The recording we have chosen is of the

calibration explosion, Chemex 2, and was made by the surface sensor at Bayanaul.

The events recorded by the NORESS array consist of earthquakes and quarry blasts which, with the

exception of one event, occurred within a range of 700 km from the array. Only regional events are

considered here since the analysis depends on the retention of high-frequency energy in the coda. All

events fall within a local magnitude range of 1.6 < ML < 3.0. Event magnitudes, locations, origin

times and identifications were obtained from Baumgardt and Ziegler (1988) and Sereno et al. (1987). All

frequency-spectral estimates have been computed using a multi-taper algorithm. The rationale behind the

choice of this algorithm is described in paper 1, and the theory describing this approach can be found in

numerus papers, including Park et al. (1987) and Thompson (1982).

44



3. The effect of ripple-firing

At least at the macroscopic scale, the practice of ripple-firing appears to have little systematic effect or1

the seismic waveforms. It is well known, however, that ripple-fired events tend to give rise to seismic

coda possessing highly colored spectra, that is, spectra enriched in power in certain, preferred, frequency

bands and depleted in power in others (Bell, 1977; Baumgardt and Ziegler, 1988; Stump and Riemer,

1988; Smith, 1989). This spectral color is due to the interaction of the time-offset wavefields produced by

each sub-explosion. Briefly, the regular repetition and superposition of similar seismic motions in the ture

domain leads to regular amplification and suppression of power in the frequency domain. The manner in

which the wavefields interact undoubtedly involves nonlinear processes; however, we feel that simple linear

theory is sufficient to describe the most obvious result, specifically the pronounced spectral modulation.

As described in paper 1, and by numerous other authors (Baumgardt and Ziegler, 1988; Stump and Reinke,

1988; Smith, 1989; Stump er al., 1989) this model makes the assumptions that the wavefields produced

by each sub-explosion w(t) are identical and they superpose linearly. Forcing all shots to occur at regular

time-intervals T we can construct the wavelet produced by the ensemble of sub-explosions (lasting a total

of D seconds) by the equation:

Z(O=(IT))II ( )

where e represents multplication, * represents convolution. Here, III is the shah function (Bracewell,

1986) and B is the boxcar function. Hereafter we refer to this representation as model 1. By Fourier

transforming this expression we see that the spectrum of the entire seismogram equals that of an individual

event multiplied by a set of equispaced sinc functions - collectively referred to as the modulation function:

r sin(rf D) 1 .,

X(f) = W(f). KT[(fT) ,(rf 1

In Figure 2 we display the modulation function resulting when 39 sub-explosions spaced at 25 ms are

superposed in this manner. Primary reinforcement occurs at multiples of 40 Hz (the loci of the main-lobes

of the sinc functions). The side-lobes have insignificant amplitudes relative to the main-lobes. 7hey oan.

however, in theory allow us to compute the duration of the entire quarry blast. The duration. D, ,s gioen

by the inverse of the width of a single sidelobe. In the event displayed in Figure 2. this value is .975

seconds, the known duration of the set of explosions.
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As discussed in paper 1, using the model described above, we predict the modulation produced by ripple

firing should be independent of time in the coda. In paper 1 we found that this predicted character can

be investigated efficiently by the computation of frequency-time displays known as sonograms (Markel

and Gray, 1976; paper 1). In Figures 3 and 4 are displayed the sonograms computed from the coda

generated by an earthquake and a quarry blast respectiveiy. The quarry blast (Figure 4) clearly shows a

time-indenendent spectral modulation whereas the earthquake (Figure 3) does not. Often the two types of

events do not contrast as well as these examples do when presented in this format. For this reason we have

found it beneficial to convert the spectral estimates to binary form. The means by which we accomplish

this conversion is discussed fully in the paper 1, and involves comparing a relatively unsmoothed version

of each spectrum with a more heavily smoothed one that resolves only the large scale structure, in order to

extract the regular modulation. In practice, when analyzing the events considered in this paper, we simply

convolved the spectra with boxcar functions spanning 1.0 and 2.5 Hz respectively. We then represent all

sections of the spectra where the local power is high relative to the more regional average power by a

value of +1 and where it is low by a -1. In this manner the bulk of the magnitude information is discarded

and the spectra are "flattened" to very simple binary patterns. When analyzing array data, we generalize

the procedure by computing such a binary pattern for each trace individually, and then stacking all the

patterns. Because the procedure is quite nonlinear, this is very different from computing binary sonograms

from beams as in figures 3 and 4. As illustrated below, stacking after reduction to binary patterr, is a

more effective approach for our present purposes. In Figures 5 and 6 we display array stacks of the binary

sonograms computed for the events displayed in Figures 3 and 4 respectively. Since typically 25 vertical

sensors simultaneously record each c'.'ent, the values in these binary stacks typically range from -25 to +25.

The original spectral estimates have been corrected for noise by subtracting an average pre-event sample.

Time-independent spectral modulation is preoent after the onset in the coda of the quarry blast only. This

spectral character is not unique to this event but is shared by virtually all the events identified in table I

as explosions.

4. The cause of the observed spectral modulation

The simplest explanation of the observed spectral modulation is, as discussed in the previous section, that

it is due to ripple-firing. The main argument against this explanation is that the inferred delay times at

the ource are extremely long. Spectra computed from a typical event (030 - pictured in Figures 4 and

6) have power highs spaced at roughly 5 Hz leading to an inferred aver..ge shot spacing of 200 ms. In

paper I we inferred delay times as high as 400 ms at quarries in Kazakhstan, U.S.S.R. As Baumgardt and
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Ziegler (1988) mention, "slow delays" (from 500 to 1000 ms) are used in subsurface mining where the

intent is to use a shot to remove material prior to the next shot. We have reason to believe, however,

that the explosions considered in paper I and the current dataset did not occur in the subsurface. With

the aid of satellite (SPOT) photos we know that a number of the mines in Kazakhstan are at the free

surface (Thurber et al., 1989). The Blasjo explosions are known to be associated with the construction of a

dam (Baumgardt and Ziegler, 1988). As discussed by several authors (including Langefors and Kihlstroim,

1978) the short delays employed at free-surface mining operations generally fall in the range from 1 to

100 ms and are typically on the order of 20 to 30 ms. Using the model described in the previous secion,

and 30 ms offsets, we predict spectral amplification at multi[..; of 33 Hz - well beyond the Nyquist

frequency of the NORESS dataset. It is conceivable that the closely spaced modulations (shown ;i Figures

4 and 6) could be an artifact of multiple-row blasting where short delays are used between successive

shots in each row, but adjacent rows are spaced by significantly greater delays. Synthetic experiments, in

which modulation functions are computed for a variety of quarry blast configurations, suggest that this is

a plausible argument; however, realistic examples taken from the literature do not. For example, Stump

et al. (1989) describe multiple-row quarries which have interrow time spacings of 42 ms. This argument

does not rule out slow delays, either between successive shots or adjacent rows, but suggests we should

look for alte'native explanations for the observed spectral modulation.

As discussed in paper 1 and Hedlin er al. (1988) it is possible for a wavefield to acquire a time-independent

spectral modulation during propagation by resonating in low velocity layers. The most likely locations

of layer resonance are in low velocity sediments or weathered strata near the free-surface close to the

source and/or the array. Considering that many of the recorded events have given rise to unmod-ilated

spectra it is clear that no significant near-receiver resonance is taking place. Furthermore, since different

modulation patterns are commonly produced by different events with the same location (such as successive

mine explosions at the same mine), the modulations are clearly not due to near source resonance. We

conclude that the spectral modulation is most likely due to intrinsic source processes.

A third explanation relies again on source multiplicity. The modulation function produced by model 1

is dominated by the main-lobes of the sinc functions. These are the only features that can realistically

be expected to produce observable spectral peaks when the time delays are perfectly regular. Model 1,

however, does not describe a very likely quarry blast. As discussed by many authors (including Langefors

and Kihlstrdm, 1978; Dowding, 1985 and Stump et al., 1989) ripple-fired shots in quarries are spatially

offset, usually in a regular pattern. At each shot location there are sometimes several vertically offset
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(decked) charges. The time-delays between the shots, especially in multiple row blasting, are not necessarily

going to be consistent. Actual shot times often deviate a considerable amount from the intended times

([Stump and Reamer, 1988). Knowing the near-surface velocity and the slowness (p) of the energy under

consideration we can replace actual time and space offsets (6T and 6Xj, bYi) with apparent time offsets

' by employing the formula of Smith (1989):

PT" = pV 6 , cos"O + 6yirsirnO + 6-T, (3)

',. aimuth from the quarry to the receiver is given by 0. All the aforementioned factors can cause a

,:.\n Lrable deviation of the apparent times of the sub-explosions from a common value. Using these

r ;ne-offsets, and assuming linear superposition and commonality of basis wavelet w(t), we can

m-.mcr the wavelet due to a more general quarry basL

. -(. = w L(t - or)(4)

[ii ,~t r~"iecy d.r.oam i this expression is equivalent to:

.( F, it Y f) . 7 cos(2'rf67)) + (1- sin(2,rf6T,))] (5)

S. t:,. :1, , apparent times of the sub-explosions reduces the dominance of the main lobes, or equivalently,

t' he ,de lobes rise into prominence (paper I). To illustrate this point we have computed a theoretical

' for a quarry blast layout adapted from that of a real life quarry, the San Vel quarry,

,.: <r:;d and studied by Stump and Reimer (1988) and Stump et al. (1989). As displayed in Figure 7

i: -u-explhions arc arranged in an en echelon pattern. The shots in each row are spaced at 25 ms

;& -:.: ,rm .est to east. The row detonations are separated by 42 ms proceeding from south to north.

the m'!uiati n functions, computed for energy traveling to observation points due north and east of the

L,'rryw oxih a slowness of 17 s,km. are displayed in Figure S. Although the dominant delay time is 25

;: .id- Hz peak does not dominate either modulation function. The function for the station to the north

an ,.:onotructed by multiplying the mkxlulation function due to 13 shots spaced at 25 ms (representing

the nicrehot delays) with the function corresponding 3 shots spaced at roughly 42 ms (representing the

interrow delays alter taking into account the delay associated with the propagation of the energy between

ihe rows). The two functions are in competiuon and the result is that the broad main-lobes of the latter
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accentuate the side-lobes of the former to a point where they can be expected to have a significant impact

on the spectrum of the quarry blast.

Using a technique employed in paper 1 we synthesize a quarry blast using the apparent sub-explosion

times occurring in the event described above. We assume a common waveform is generated by each sub-

explosion and for that waveform we select the calibration explosion Chemex 2 detonated in Kazakhstan,

U.S.S.R. and recorded at the station at Bayanaul. (We have resorted to this dataset simply because the 40

Hz NORESS data do not have adequate resolution in time to permit the millisecond offsets required by

this quarry.) The Chemex 2 recording was made at 250 s - '. This "Green's function" is linearly stacked

upon itself 39 times after including the offsets appropriate for the observation point due north of the quarry.

Although we have chosen to create the synthetic quarry blast by offsetting and stacking a Green's function

in the time domain, the equivalent result could be achieved by multiplying the spectrum of the Green's

function by the complex modulation function which underlies the solid curve pictured in Figure 8. Prior

to computing the sonogram, the "synthetic" seismogram was low-pass filtered between 0 and 20 Hz and

decimated to one point in 5 to mimic a NORESS recording. The sonogram (displayed in Figure 9) is

dominated by time-independent structure. Assuming this modulation pattern was due to main-lobe activity,

one would estimate a dominant delay time to be roughly 170 ms (the inverse of 6 Hz). We know, however,

that this structure is due to side-lobe activity and is controlled in this case by the total duration of the

quarry blast. Because of the manner in which the sonogram is calculated, the frequency estimates are

heavily smoothed. Longer time windows would allow a more accurate estimate of the frequency spacing

of the modulation. In fact we know that the average sidelobe width is roughly 2.6 Hz (see Figure 8) an-.

that the duration of the quarry blast is 384 ms.

It seems that there is a fundamental ambiguity in the spectral modulation produced by ripple-fired, and

hence non-instantaneous, events. Without a priori information about what occurred at the source we cannot

be sure if the modulation spacing is controlled by the duration of the entire set or by the dominant inter-shot

apparent time spacing. This experiment shows that our discriminant, perhaps, will not recognize quarry

blasts because they are ripple fired per se, but because they last an intermediate length of time. Instantaneous

events give rise to unmodulated spectra. Extremely long events (for example large earthquakes) should

produce very finely modulated spectra, such that the modulation is masked by scattering and noise.

In paper 1 we considered two types of events - calibration explosions which were detonated by American

and Soviet scientists (Given et al., 1990) and did not involve ripple firing. Using a priori information we

strongly suspected the rest of the events were quarry blasts. This information included satellite photos,
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provided by Prof. Clifford Thurber (at the University of Wisconsin), which showed surface mining activity

in the vicinity of some of the events. In addition it is known that the region has little natural seismicity

(Leith, 1987). Time independent spectral modulation was only observed in the latter set of events and was

attributed to the source multiplicity. The current study and the previous one are consistent in suggesting

that quarry blasts can be discriminated from non ripple-fired events.

5. The automatic discriminant

For our purposes it is irrelevant whether the time independent spectral features observed in the coda

produced by quarry blasts are due to main lobes, or sidelobes in the modulation functions. Ripple fired

events tend to give rise to time independent spectral modulation, the earthquakes examined in this study

do not. To examine this modulation we have developed a means to "expand" a time series into a matrix

of numbers depending on frequency and time. Typical patterns obtained from recordings of an earthquake

and a quarry blast (Figures 5 and 6) illustrate that it can be very easy to discriminate visually between

these two types of events given these time-frequency displays. In paper 1, using the same approach, we

found a similar degree of success in discriminating between quarry blasts and single-event explosions.

Given the current interest in the problem of discriminating quarry blasts from earthquakes and single-event

explosions and the large numbers of events involved we feel it is important to extend the algorithm so

that human intervention is distanced from the discrimination process - to a point where the patterns can be

recognized automatically by the computer. One method we have found to be very effective involves the

computation of a two-dimensional Fourier transform of the sonogram matrices. This can be considered

as an extension of cepstral analysis (Tribolet, 1979). In the standard cepstral analysis a Fourier transform

of the log of the amplitude spectrum is computed to highlight any regular spectral modulation regardless

of its longevity. The independent variable is known as the quefrency and has units of time. The form of

cepstral analysis we are proposing is more demanding, however. A given point in the 2-D cepstral matrix

not only represents spectral modulation at a certain quefrency, but periodic along the time axis at a certain

frequency. It is thus a simple matter to isolate energy periodic in frequency and independent of time.

To illustrate our point we display two 2-D cepstra in Figures 10 and 11. The first was computed from

the first 100 seconds of coda of event 030 (Figures 4 and 6), the second was computed from the coda of

the earthquake 094 (Figures 3 and 5). The quarry blast has significantly more energy at zero frequency

(along the time axis) than the earthquake. The quefrency at which the power is concentrated in the 2-D

cepstrum computed from the coda produced by the quarry blast is roughly 0.2 seconds (reflecting the
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spectral modulation with 5 Hz spacing. Slices at zero time-frequency through 2-D cepstra computed from

the coda produced by a quarry blast (event 507) and all the earthquakes in the dataset are shown in Figure

12. As expected, the quarry blast is a singular evenL The most noticeable feature in the quarry blast

cepsurm is, obviously, the significant peak at a quefrency of 0.2 seconds. We expect that ripple-fired

events should give rise to significantly larger extreme cepstral values than earthquakes. Supporting this

thesis are the histograms in Figure 13 showing the observed distributions of cepstral extremes for the entire

earthquake and quarry blast populations examined in this study.

Although we are most interested in the quarry blast cepstra, we can gain some important insight from

the earthquake cepstra which illustrate the 2-D cepstral structure that can be expected in the absence of

source multiplicity. These cepstra show what time-independent structure will be acquired by a propagating

wavelet or, in other words, they are indicative of the region's natural level of resonance. We propose to

identify events as quarry blasts by searching for anomalously high global extrema in the time-independent

segments of the 2-D cepstra. To calibrate the algorithm, to account for the natural resonance in the region,

we make the judgement of what is a large value on the basis of what extrema non-ripple-fired events

produce. The consideration of global extrema in these 2-D cepstra is a problem that is well suited for

analysis using the statistics of extremes (Gumbel, 1958). In Figure 13 it is clear that the logs of the extreme

amplitudes are centrally distributed and there are no significant outliers. The Kolmogorov-Smimov test

suggests that the earthquake cepstral extremes follow a log-normal distribution. However we would like to

avoid the adoption of a specific underlying distribution since we have no fundamental reason for choosing

one and since we only have 16 earthquakes. It is known (e.g. Gumbel, 1958 and Weissman, 1978) that

when dealing with observations of extreme values the underlying distribution need not be assumed, but the

behavior can be modeled using functions that are asymptotically valid as the number of samples examined

and the number of points in each sample approaches infinity (Kennedy and Neville, 1974). Selecting

the exponential asymptote, the cumulative probability (P) that an extremum belonging to the earthquake

population will be less than the one observed is given by:

P = e (- v- l  (6)

where the expression for the reduced variate (y) is:

y = a(U - (7)
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The terms a and i are the dispersion parameter and the mode of the distribution respectively and are

estimated directly from the population of earthquake extremes shown in Figure 13 (Kennedy and Neville,

1974). The log of the cepstral extremum of interest is represented by u. We find that for this distribution

a and ii equal 7.204 and 3.55 respectively.

Given this probability function we can pose the discrimination problem in terms of a standard hypothesis

test: Let the null hypothesis (Ho) be that a newly recorded event belongs to the population of earthquakes

used to calibrate the technique. If the cepstral extremum calculated for this event exceeds a certain threshold

determined from the distribution (8), then we can reject the null hypothesis (Y 0 ) at a preset confidence

level, and conclude that the event is probably a quarry blast. For example, on Figure 14, this threshold was

selected such that for points that plot above the threshold line, the null hypothesis is rejected with only a

5% risk of doing so erroneously. In other words, we state that events above the line do not belong to the

earthquake population, at the 95% confidence level. In spite of the apparent efficiency of the discriminant

illust2z.1 on Figure 14, we must remember that the calibration of we distribution (8) is based on our

(small) sample of 16 identified earthquakes, so that the test is in fact "data fitted". Confirmation of our

claim of success will have to be based on an independent sample. In this figure the symbol size is directly

proportional to the signal to noise ratio (derived from average spectra encompassing the time from 50

seconds before and after the compressional onset). Of the 26 quarry blasts considered, 23 lie above the

95% confidence level. Of the two that fall well below this limit, one (event 505 - located in northern

Sweden) had extremely low signal to noise levels (less than 10 dB) and the other ient 504) produced

only a very broad spectral modulation. The three earthquakes located above a probability of 0.8 (events

112, ;'3 and 20R) all suffered from signal to noise ratios less than 10 dB.

6. Conclusions

In a previous paper (Hedlin et al., 1989b) we advanced the preliminary observation that ripple-fired events

tend to give rise to coda dominated by time-independent spectral features and that this quality should be

exploited to discriminate these events from earthquakes and single-event explosions.

In this paper wc have demonstrated that this can also be done with a high degree of success when

considering earthquakes and quarry blasts. We have found that quarry blasts tend to produce modulated

spectra, but the modulations may not result directly from the ripple-firing; they may exist simply because

the event is non-instantaneous. We have produced an empirical, calibrated, approach to the discrimination

problem which allows for local seismic resonance. We have automated the approach to the point where
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discrimination can be carried out solely by the computer. We have examined a dataset consisting of 26

quarry blasts and 16 earthquakes and have found that with few exceptions the two populations are well

separated by our approach. The events which failed to be identified with a high degree of confidence

generally suffered from low signal to noise ratios.

By comparing our current results with those in the earlier work we have illustrated the ability of the

algorithm to accommodate changes in the recording environment, local geologic setting and mining practice.

Based on the results presented in paper 1, we expect that we would have a similar degree of success in

discriminating between single-event explosions and quarry blasts.
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9. Table and Figure captions

Table 1. Event locations, origin times, local magnitudes and types.

Figure 1. Map showing the locations of the earthquakes (stars), explosions (octagons) and the NORESS

array (dark triangle).

Figure 2. Spectral modulation predicted for an event consisting of 39 sub-explosions located at the same

point in space and offset evenly in time at 25 ms.

Figure 3. Seismogram resulting from an earthquake located 342 km from NORESS (event 094) and

corresponding sonogram. In Figures 3 through 6 the sonograms have been computed from a stack of

25 spectra, each computed from an individual vertical channel in the NORESS array. The stacks were

computed after offsetting the seismograms to beamform for the Pg phase. In addition all spectral

estimates have been corrected for noise and the instrument response. The spectral amplitudes in

figures 3 and 4 are shown on a linear scale.

Figure 4. Seismogram resulting from a quarry blast l :cated 301 km from NORESS (event 030) and

corresponding sonogram.

Figure 5. Seismogram resulting from the earthquake presented in Figure 3 (094) and corresponding binary

sonogram. The conversion to binary form was performed on each channel before stacking.

Figure 6. Seismogram resulting from the quarry blast presented in Figure 4 (030) and corresponding binary

sonogram.

Figure 7. The layout of sub-explosions in an en echelon quarry blast. Shooting within the rows is spaced

in time at 25 ms. Adjacent rows are separated by 42 ms in time. This pattern is adapted from Stump

et al. (1989).

Figure 8. The amplitude of modulation functions resulting from the shot introduced in Figure 7. The solid

and dashed curves represent energy traveling at a slowness of 1/7 s/km to stations due north and east

of the quarry respectively.
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Figure 9. Time series and sonogram representing a "synthetic" quarry blast. The synthetic was constructed

by linearly stacking a seismogram produced by the Chemex 2 explosion in Kazakhstan U.S.S.R. upon

itself after offsetting in time to mimic the quarry pictured in Figure 7 when observed from a point to

the north (see Figure 8). The original seismogram was sampled at 250 s- 1. The synthetic was low

pass filtered and decimated to simulate recording conditions similar to the NORESS array.

Figure 10. Two-dimensional cepstrum computed from the coda produced by a quarry blast (event 030).

The first 100 seconds of the coda were considered.

Figure 11. Two-dimensional cepstrum computed from the coda produced by an earthquake (event 094).

The first 100 seconds of the coda were considered.

Figure 12. Slices through the time-independent portions of two-dimensional cepstra computed from a

quarry blast (event 507) and all the earthquakes considered in this study. The quarry blast is shown

as the solid line.

Figure 13. Histograms showing the observed distributions of global extreme cepstral values computed

from the coda produced by earthquakes (top) and quarry blasts (bottom).

Figure 14. The cumulative probabilities of extreme cepstral values derived from the coda produced by all

events in the dataset. The quarry blasts are denoted by octagons, the earthquakes are represented by

stars. The likelihood that the assumption that the event is an earthquake is invalid increases with this

probability. For points above the 0.95 threshold, the hypothesis that the corresponding events belong

to the earthquake population is rejected at the 5% risk level. The event number (along the horizontal

axis) indicates the location of the event in table 1. The symbol size scales with the signal to noise

ratio (see insert).
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Event Latitude Longitude Origin Time M I Event type
ON OE y/d-h:m:s (UTC)

030 59.31 06.95 1985/302-10:22:52.8 1.9 Blasjo ex
039 59.31 06.95 1985/310-14:50:51.4 2.4 Blasjo ex
501 58.34 06.43 1985/313-14:42:45.0 Titania ex
094 59.73 05.71 1985/331 -04:53:32.1 3.0 earthquake
099 61.55 04.65 1985/334-19:05:13.4 3.0 earthquake
1 1 1 60.19 05.25 1985/341 -14:15:43.2 2.2 earthquake
1 12 58.90 05.98 1985/341 -14:39:09.9 1.9 earthquake
158 58.34 06.43 1985/365-13:36:49.6 2.1 Titania ex
196 58.34 06.43 1986/031-14:17:35.7 1.9 Titania ex
522 62.74 04.50 1986/036-23:35:41.0 2.6 earthquake
523 62.90 04.86 1986/037-06:19:52.0 2.3 earthquake
208 62.90 04.86 1986/037-06:20:05.4 1.9 earthquake
216 66.45 14.89 1986/038-21:03:21.1 2.2 earthquake
524 62.40 05.28 1986/044-13:39:00.0 2.5 earthquake
525 62.61 05.07 1986/044-19:03:48.0 2.6 earthquake
504 58.34 06.43 1986/045-14:13:25.0 2.7 Titania ex
505 67.10 20.60 1986/045-16:44:08.0 2.6 explosion
506 58.34 06.43 1986/045-17:54:11.0 2.3 Titania ex
526 61.69 04.90 1986/047-18:19:41.0 2.0 earthquake
239 62.76 05.29 1986/057-02:11:58.5 1.9 earthquake
247 61.67 02.58 1986/067-16:21:18.3 1.9 earthquake
266 61.66 04.53 1986/089-03:22:48.7 1.6 earthquake
270 58.34 06.43 1986/094-13:12:43.9 1.9 Titania ex
298 59.31 06.95 1986/120-10:18:48.2 2.2 Bla,j1o ex
507 59.31 06.95 1986/147-18:36:14.0 2.3 Blasjo ex
508 59.31 06.95 1986/148-17:51:57.0 2.4 Blasjo ex
509 58.34 06.43 1986/157-13:14:28.0 1.7 Titania ex
510 59.31 06.95 1986/170-03:55:08.0 2.5 Blasjo ex
511 58.34 06.43 1986/174-13:12:54.0 1.8 Titania ex
512 59.31 06.95 1986/191-20:10:42.0 2.3 Blasjo ex
513 59.31 06.95 1986/197-17:49:28.0 2.3 Blasjo ex
514 59.31 06.95 1986/204-20:47:10.0 2.2 Blasjo ex
515 59.31 06.95 1986/210-13:13:41.0 2.3 Blasjo ex
516 59.31 06.95 1986/211-17:59:39.0 2.4 Blasjo ex
517 58.34 06.43 1986/226-13:14:39.0 1.9 Titania ex
518 59.31 06.95 1986/226-14:39:57.0 2.4 Blasjo ex
519 59.31 06.95 1986/245-12:53:51.0 2.1 Blasjo ex
520 59.31 06.95 1986/252-17:55:58.0 2.4 Blasjo ex
503 58.34 06.43 1986/274-14:15:10.0 1.9 Titania ex
521 58.34 06.43 1986/282-14:13:52.0 2.0 Titania ex
407 61.97 02.33 1986/283-19:56:29.1 2.1 earthquake
422 61.46 03.29 1986/299-11:44:54.1 2.4 earthquake
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Abstract

We seek to gain a fu'!er understanding of seismic coda generation in the continental crust, by identifiable

secondary (scattering) sources illuminated by a distant primary source. We have developed a technique to

scan seismic coda recorded by a small-aperture seismic array for phases generated locally by scattering

from large heterogeneities, or topographic uidulations. We use a widely distributed suite of seismic events

to illuminate the local crustal volume from different directions and produce an image of the local crust.

Stable apparent secondary seismic sources are indeed observed, and interpreted as scatterers excited by

the primary events.

1. Introduction

One of the important aspects of seismic monitoring is to understand the generation of seismic coda,

particularly the near-station mechanisms. Two mechanisms we have investigated include seismic resonance

(in low velocity strata) -nd scattering by inhomogeneities and topographic undulations (both at the free

surface and at buried interfaces). The two processes appear to have different relative importance in the

continental and oceanic crusts. Recent work (by Sereno and Orcutt, 1985a,b; Sereno and Orcutt, 1987;

Mallick and Frazer, 1990) has produced evidence that in the oceanic crust, coda waves are likely dominated

by resonance in th, water and sedimentary horizons. Other studies (eg. Aki, 1969; Aki and Chouet,

1975) have argued that coda waves generated in the continental crust are most likely due to scattering by

heterogeneities. Although studies quantifying the effects of scattering have mostly been statistical and have

dealt with the influence of small-scale random scaLerers, some deterministic studies (Key, 1967; Key, 1968;

Gupta et al., 1990a,b; Bannister et al., 1990; Lay, 1987; Lynnes and Lay, 1989) have produced compelling

evidence that large features are capable of producing significant amounts of scattered energy, principally in

the form of large identifiable seismic phases, which affect nuclear monitoring and discrimination: These

prominent scattered phases may be confused with direct arrivals. Being able to identify these "secondary"

sources is the first step toward being able to reduce this confusion.

Srveral attempts have been made to locate the sources ot scattered phases both near the receiver (Key,

1967; Gupta et al., 1990ab; Bannister et al., 1990) and near the source (Lay, 1987; Lynnes and Lay, 1989).

The work to date suggests that the most significant sources of identifiable phases are topographic features

at the free-surface.
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2. The imaging technique

Recently, we (ltedlin et al., 1990) have examined a suite of synthetic and recorded events (observed by the

NORESS array in Norway) and developed a systematic technique to image nearby large scatterers. The

underlying premise is that incident seismic waves impinging on a scatterer generate coda waves recorded

by the array. From this point of view each scatterer may be treated as a secondary source which is excited

with a delay estimated from elementary ray theory. We have applied a modified beamforming technique to

array records to enhance signals radiated by such faint secondary sources. A suite of broadly distributed

seismic souices is use' to achieve a more "balanced" illumination of the population of scatterers in the

shallow crust surrounding the array than is provided by a single event. We use the suite of events to scan

the crustal volume for stable apparent sources.

To image a region of the crust, the technique subdivides the area into small segments and considers them

individually, in sequence. For each crustal sub-area being scanned, the seismograms from the event suite

are incoherently stacked after beam-correcting each trace, computing new beams for the crustal sub-area

and migrating the recordings by applying appropriate time offsets, r. The beam correction is effected by

subtracting (coherently) the primary source beam from each channel before beamforming for the secondary

Ncattcrcd energy. This is equivalent to masking the more energetic primary source (e.g. Gupta et al.,

1990a,b). As is illustrated in figure 1, considering a single event-scatterer pair, the time offset, T-, between

the arrivals of energy propagating directly from the source (at vector slowness p,) and via the scatterer

(vector slowness p.,) at a vector distance R,,, from the array is given by:

r= R., (p, - p) (1)

Considering a suite of broadly distributed events it is possible to estimate p., by computing a number of

preliminary images while slowly varying this parameter and selecting the value that brings the image into

the sharpest focus. The slowness of the incident energy, p,, is well constrained by the first breaks on the

array records By systematically scanning the crustal volume about the array, we can generate an image

whi;h is interpreted as a map of local scatterers. To uate, we have considered scattering interactions excited

by P waves, using both synthetic and real datasets.

Since we use rnultip!e sources, for which the time offsets r are different, scatterers are in effect imaged

through a "synthetic aperture array". Another analogy is with "hyperbola summation" migration - applied

to seismic rcflecton data to enhance images of subsurface structure (Yilnaz, 1987). Since a delay-and-sum

Operation is invoked, this method is akin to standard beamforming techniques and bears some resemblance
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to f-k analysis. This technique is distinguished, however, by its cognizance of not only the wavenumber

but the onset time of a seismic arrival. As a result, the technique can be used to infer the likely geographic

location of the secondary source. This method differs from previous attempts to locate large near-receiver

scatterers since it is designed to accommodate simultaneously many primary events from different azimuths,

to give a balanced illumination of local scatterers while suppressing the influence of near-source scatterers.

The method is a "whole waveform" technique since it simultaneously considers all coda that could be

influenced by scattering interactions within the region of interest.

3. Analysis of Synthetic Data - Imaging Resolution

The resolution of the imaging technique can be gauged from experiments with synthetics. Using wavenum-

ber integration (Apsel and Luco, 1983; Luco and Apsel, 1983) we consider a localized omnidirectional

scatterer (delta function in space) illuminated by an impulsive incident wave (delta function in time), and

compute synthetic vertical seismograms individually for each of the sensors in the array. This yields

a perfectly beam-corrected image (figure 2). This, and all subsequent images, have been computed by

subdividing the area shown into 1681 blocks 3 km on a side. In the preliminary analysis of synthetic

and recorded data we have chosen a surface wave slowness of .304 s/km (the slowness of the dominant

phase in the synthetic R. packet) and have bandpass flitered the records between I and 3 Hz. In practice

we found that applying a gain to correct for geometrical spreading resulted in an unacceptable amount of

noise amplification at extreme ranges so we did not do it. In general, considering dispersion and insta-

bility problems, it is necessary to average the stacks over a time window centered on the predicted onset

of scattered energy. We have varied tle window length by up to 5 seconds. As illustrated in figure 2

the radial resolution is limited to some extent by the dispersion of the surface wave packet (displayed in

the lower half of the figure) and to a greater extent by the time-averaging (in this case 5 seconds). The

azimuthal resolution of the synthetic source is very poor primarily because the coherence of the surface

waves, computed with only a small degree of numerical noise, is very high and because we are employing

incoherent beams. Energy is aliased away from the actual location of the scatterer to locations which share

the same delay time. By manipulation of the first equation, it can be shown that scatterers which share a

common delay time r lie on a curve described by:

7
-P,] - iPVlo"7()

When p, is greater than p, (eg. P to R, scattering) this describes an ellipse vith one ftxous at the center of

the array, major axis pointing to the primary source and eccentricity proportional to p,. In this synthetic
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calculation the primary source was located directly beneath the array (p, = 0) and thus the curves of

constant r have degenerated into circles centered on the array.

The imaging algorithm assumes that all excitation of a scatterer located at R,, occurs at r = R,,,epi (the

scatterer is illuminated by a single arrival). This condition is met by the synthetic data, and as a result

it is possible to infer the geographic location of the synthetic source, not just the time of excitation and

angle of approach. If this is not the case, and the incoming wavetrain consists of a protracted sequence of

arrivals, then a single scatterer will be illuminated, and emit energy, for a longer time. In theory, this will

result in a "tail" of energy extending outward from the actual location of the scatterer along a radial line.

In uch cases it is more appropriate to plot the image as a function of time, not space.

4. Analysis of Recorded Data

We have applied this technique to a dataset consisting of 105 earthquakes and nuclear explosions recorded

by the NORESS array in southern Norway. The events range in magnitude from mb = 5.4 to 6.8 and

cpi cntral distances up to 80° from NORESS. This data.set includes 15 Semipalatinsk nuclear explosions.

To test the resolving power of events corning from a single azimuth (and thus to gauge the improvement

we can expect by using a widely distributed suite of events) we have computed the images using a single

Semipalaunsk nuclear explosion (1984, day 351). Although all Semipalatinsk explosions produce images

tlat are remarkably similar, we chose this event because it has been previously considered by Gupta et al.,

'))ahb) who also applied beam-correction, and f-k analysis in their search for large scatterers. This gives

u, a chance to compare both techniques. Due to the protracted incident P train estimated by beam steering

to the 'r. :tar so me lower part ol figures 3 and 4), we plotted the images as functions of time. The first

imace ti47,::- 2 ,-omputed with I second of time averaging, is badly smeared along ellipses of constant

-. Not >urprisin.iJ,. f, ibility of a single primary event to resolve structure along arcs of constant r is

poor. As in s.nthetic tests, the smearing is due to the high coherence of the low frequency scattered phases

across the aray. We can de'rc.e the smearing by increasing time-averaging so that several cycles of less

o,,crcnt -, cred energy ar(- incuded in the window. By increasing the ume span to 5 seconds of coda

ceici-rc,l on the preditcd onct we obtaun the result displaycd in figure 4. The smearing is still present, but

h',- -en Vi.intl ,  v'lied and tAO apparent energy sour,_es are clearly resolved. The cost of increasing

the a i F- ,:.,tLton in this manncr is a ho-,s of resolution along radial lines. The trade off between

i ' r:>.olutwn can !n thetWA)r. mingated by using a broadly di,,trihuted ,iite of e\ cnts.

, -h,,,, Ole mia).t pr{oluced by ,tacking the full <et of 105 telcscismic nuclear explosions
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and earthquakes. The stacking was performed after weighting each event by its signal to noise ratio. A

focusing analysis (varying p, betweeai .30 and .43 s/kin) yields the sharpest images for p, - .36 s/km,

indicating that the bulk of the energy produced propagates as surface waves. This is in agreement with

E. Husebye (personal communication). TIe final image implies the presence of two prominent scatterers

close to the array - both of which have been previously observed and related to prominent topographic

features near NORESS. The anomaly in the third quadrant, now less azimuthally smeared, is in the same

location (roughly 11 s, or 30 km, from the array) as the Skreikampen feature previously identified by Gupta

et al.(1990ab) and Bannister et al.(1990). Another feature roughly 4 seconds (or I1 kin) from NORESS

at a back-azimuth of 800 is likely due to the Bronkeberget topographic relief discussed by Bannister

et a/.(1990). We believe that an additional feature in the first quadrant (roughly 15 seconds from the array)

may be due to the kite excitation of the Bronkeberget relief.

5. Conclusion

By employing an incoherent hyperbola summation migration to broadly distributed teleseismic events

recorded by the NORESS array we have constructed images of crustal scatterers near the array. We have

found that the highest radial and azimuthal resolution can be obtained using events broadly distributed

in azimuth. Images constructed using single and broadly distributed events indicate the presence of two

prominent scatterers to the southwest and northeast of the NORESS array. These results are consistent

with those of Gupta et a/.(1990a,b) and Bannister et a!.(1990). To refine the algorithm further will require

deconvolution of the incident wavetrain (Hedlin et al., in preparation). This will allow us to test more

stringently the stability of our images.
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Figure 1

The vectors appearing in equation 1 are illustrated in this figure. The incident wavefront
arrives from the north at a vector slowness of pi. A scattered wavefield originates within
the small box (3 km on a side) and propagates outward to the NORESS array (dark circle
at the center of the figure) at vector slowness p,. The vector from the array to a sample
block is Ra,. Both the array and the sample block are shown to scale.
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Image of a synthetic point source located 35 km from the array at a back azimuth of
225'. Wavenumber Integration was used to generate synthetic seismograms individually
for each of' the 25 vertical component sensors in the NORESS array (illustrated is the
synthetic computed for the center station). Contour values indicate amplitudes in dB
relative to the largest value in the image. In this and all following images, cylindrical
propagation of scattered wavefronts was assumed.
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Figure 3

Imag;e of the scattering field in the vicinity of the NORESS array obtained using a single
Semipalatinsk nuclear explosion (1984, day 35 1). The image was generated by integrating
over 1 second of data centered on the predicted onsets of the scattered energy. The test
site is located at a back azimuth of 750. Due to the protracted form of the incomi~ng
wavefield (estimated by the beam pictured in the lower ha?- of the figure), the image
has been plotted as a tunction time. In this and all subsequent images, contour values
indicate amplitudes in dB relative to the largest value in the image obtained without beam
correct ion.
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Figure 4

Image of the scattering field in the vicinity of the NORESS array obtained using a single
Semipalatinsk nuclear explosion (1984, day 351). Time averaging was performed over 5)
seconds centered on the predicted onset time of the scattered energy. The beam computed
for the test site is pictured in the lower half of the figure.
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Image of the scattering field local to the NORESS array obtained using a broadly dispersed
set of 105 teleseismic earthquakes and nuclear explosions. The stack was time-averag
over 5 seconds centered on the predicted onset of the scattered energy.
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Abstract

Two borehole seismometer arrays (KNW-BH and PFO-BH) have been established

in the Southern California Batholith region of the San Jacinto Fault zone by the U.S.

Geological Survey. The sites are within 0.4 km of Anza network surface stations and

have three-component seismometers deployed at 300 m depth, 150 m depth, and at the

surface. Downhole horizontal seismometers can be oriented to an accuracy of about 5'

using regional and near-regional initial P-wave particle motions.

Shear waves recorded downhole at the KNW-BH indicate that the strong align-

ment of initial S-wave particle motions previously observed at the (surface) KaNW

Anza site (KNW-AZ) is not generated in the near-surface weathered layer. The

KNW-BH surface instrument, which sits atop a highly weathered zone, displays a

significantly different (=20') initial S-wave polarization direction from that observed

downhole and at KNW-AZ, which is bolted to an outcrop. Although downhole initial

shear-wave particle motion directions are consistent with a shear-wave splitting

hypothesis, observations of orthogonally-polarized slow shear-waves ar. generally

elusive, even in seismograms recorded at 300 m. A cross-correlation measure of the

apparent relative velocities of Srast and S,, horizontally-polarized S-waves suggests

shallow shear-wave anisotropy, consistent with the observed initial S-wave particle

motion direction, of 2.3% ± 1.7% between 300 and 150 m and 7.5% ± 3.5% between

150 and 0 m.
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Introduction

Numerous recent studies have produced evidence for shear-wave anisotropy in

the shallow continental crust. These studies indicate that shear-,vave anisotropy

occurs .n a wide variety of geological situations. Evidence arises from essentially

two types of experiments.

(1) Controlled source studies using borehole sensors and artificial shear-wave

sources. Such measurements sample the near-surface down to the maximum

depth of instrumented boreholes (typically <1.5 kim) (e.g., Dalev and

McEvilly, 1990; Winterstein, 1990; Majer et. al., 1988; Shearer, 1988; Ale-

fori, 1986).

(2) Polarization analysis of shear-wave signals from shallow earthquakes. Sucn

studies have primarily relied on three-comp(,nent surface statio is deployed in

scismogenic regions, which can record nearby earThquakes witn sufficient

high-frequency content to resolve the first =0.1 s of the shear wave. It is also

desirable to record events with near-vertical ray paths. so that v. aveform com-

plications from converted phases arising at or near the free surface are mir-m-

ized (e.g., Crampin and Booth, 1985; Peacock et al., 1988; Sax age et al.,

1989; Savage et al., 1990; Aster et al., 1990; Gledhill, 1990).

Malin et al. (1988) examined shear-wave polarizations from nearby earth-

quakes using borehole seismometers, a scheme which we adopt in this study.

Although this type of experiment is logistically more daunting than those using sur-

face instrumentation alone, there are several distinct advantages. Recording below

the surface weathered layer results in signiiicantly imrroved high-freo ,ency

signal-to-noise levels, due both to lower noise levels and to lower attenuation along

the ray path (e g., Aster and Shearer, this issue). Additionally, Ahen borchole

8()



instruments are deployed at several depths, the resulting vertical seismic array may

be used to directly estimate near-surface seismic anisotropy and attenuation for

vertically travelling waves as in controlled source experiments. A disadvantage

relative to controlled source experiments is that the earthquake source may have a

poorly constrained radiation pattern. A distinct advantage for shear-wave studies,

however, is that earthquakes are very efficient sources of shear-wave energy.

Specific questions to be addressed in this paper are:

(1) How well can we orient downhole hoiizontal sensors of unknown orientation

using earthquake signals?

(2) How consistent are initial shear-wave particle motions observed by borehole

instruments with those observed at the surface?

(3) Is evidence for distinct slow quasi-shear waves clearer in recordings made

below the weathered layer?

The Anza Borehole Installations

Earthquakes discussed in this paper were recorded in the Anza seismic gap

region of the San Jacinto Fault zone (Thatcher et al., 1975; Sanders and Kanamori,

1984; Rockwell and Loughman, 1990) using the U.S.G.S. borehole instrumental

arrays KNW and PFO (Fletcher et al., 1990). Both installations are sited within

400 m of Anza network stations (Berger et al., 1984; Vernon, 1989). Geodetic

measurements (J. Scott, pers. commun.) indicate that the PFO borehole (PFO-BH)

is approximately 28 m N268°E of the PFO Anza vault (PFO-AZ; [33.61165°N,

116.45855'W]; 1.286 km above sea level) and the KNW borehole (KNW-BH) is

sited 391 m N212°E of the KNW Anza vault (KNW-AZ; [33.71413 0N,

116.71107°W]; 1.527 km above sea level). KNW-AZ is bolted to a tonalitic
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outcrop with NW-SE lineations, atop a ridge that descends toward the SE. PFO-

AZ is located on the grounds of Pihon Flat Observatory (Wyatt et al., 1988) where

the topography is flat to within a few meters for several kilometers in all direc-

tions. Earthquake locations in the area are routinely provided by the Anza network

(operated by the U.S.G.S. and the University of California, San Diego) arnd by the

Southern California Seismic Network (SCSN; operated by the U.S.G.S. and the

California Institute of Technology). These borehole sites were selected specifically

to investigate high-frequency properties of earthquake signals; stations KNW-AZ

and PFO-AZ exhibit the broadest frequency content in the Anza network (fmax

40 Hz and = 32 Hz, respectively; Fletcher et al., 1987).

The boreholes are drilled into the bedrock of the Southern California Batholith

(Sharp et al., 1967), with drilling results reported by Carroll et al. (1991). PFO-

BH predominantly penetrates coarse-grained gabbro. Beneath a 2 m-thick layer of

grus (gravel weathered out of the batholith) is a decomposed zone approximately

15 m thick with biotite as the principal mafic constituent. Below approximately

20 m the rock appears to be unaltered gabbro with numerous hornblende crystals,

occasionally intersected by fine-grained dikes. KNW-BH is primarily drilled into

medium to course-grained tonalite. An approximately 1 m-thick layer of grus at

the surface is underlain by about 30 m of highly weathered felsic tonalite. A more

mafic and fine-grained (possibly gabbroic) zone occurs from 30 m to 45 m. Below

approximately 90 m the rock appears to be essentially unaltered, course-grained,

tonalite, with an increased proportion of mafic constituents (hornblende with some

biotite). Televiewer records (Fletcher et al., 1990) indicate that the crack density is

higher at KNW (WSW preferential pole direction) than at PFO (no preferred pole

direction).
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Three 3-component, self-leveling, 2 Hz-resonant, Mark Products L-22D velo-

city seismometer packages are deployed at depths of 300 m, 150 m and 0 m at

each site. The 300-m and 150-m instruments occupy distinct boreholes, which are

separated by about 5 m. Each borehole installation thus constitutes a near-vertical,

9-channel, 3-station vertical array. 3-component signals from each depth are

recorded by independently-triggered GEOS data loggers (Borcherdt et al., 1985)

with 16 bit (=96 dB) resolution at a sampling rate of 400 samples/s. Anti-aliasing

is provided by 7-pole (42 dB/octave) Butterworth filters with comer frequencies of

100 Hz. The velocity response of the recording system is thus approximately flat

from 2-100 Hz.

Prior to installing the L-22D seismometer packages, bothj boreholes were velo-

city logged with a 3-component 8 Hz-resonant Mark Products geophoae package at

2.5 m intervals for the initial 50 m and at every 5 m thereafter (Fletcher et al.,

1990). A sledgehammer was used to generate P-waves and a horizontal hammer

(Liu et al., 1988) was used to generate S-waves. These independent measurements

of P- and S-wave vertical travel times proved to be invaluable for our analysis,

particularly for Q estimation (Aster and Shearer, this issue), as the relative times

between 0 m, 150 m, and 300 m recordings were not generally reliable for our

study period due to poor WWVB time signal reception.

Local and Regional Events Studied

We obtained a catalog for events recorded at KNW-BH and PFO-BH by com-

paring start times of 5820 total triggers from the GEOS recorders from 22 July,

1987 through 29 April, 1989 with source times from two earthquake catalogs.

Regional e-.hquakc, ouz to an epicenual radius of 5' were identified from the

Preliminary Determination of Epicenters (PDE) bulletin published monthly by the

92



National Earthquake Information Center. Local events were identified from the

Anza network catalog using the 1-d velocity imiodel !ocations of Scott et al. (1988,

1990). We searched for candidate seismic events by examining a time window

ending at the borehole trigger time, using a 1-minute window for the Anza catalog

and a 2-minute window for the PDE catalog. I-or events found in both catalogs,

we used the Anza hypocenter if the epicenter was within the aperture of the Anza

network, otherwise the PDE location was used. Following this procedure, we

obtained nonintersecting catalogs of 31 PDE and 48 Anza events (Table 1;

Table 2). Hereafter, we will refer to our PDE-based catalog as the "regional"

catalog and to our Anza-based catalog as the "local" catalog. Station locations

and epicenters from the regional and local catalogs are plotted in Figures 1 and 2,

respectively.

Orientations of Downhole Horizontal Seismometers

During deployment, a gimbal stage was used to level the horizontal com-

ponents of the downhole sensors to within 0.10 (Liu et al., 1986), but rotations

about the vertical axis were not constrained or monitored. We estimated horizontal

seismometer orientations using initial P-wave particle motions from tiil igi&-nal

catalog (Table 1; Figure 1). We expect these particle motions to be most con-

sistent with the true source azimuth and to be least affected by heterogeneity and

anisotropy because of their compressional wave nature, low frequency content, and

longer ray paths.

Best-fitting horizontal seismometer orientations were estimated by identifying

the angular corrections, V0, that minimized the L, angular error (All) between

back-azimuths and initial P-wave particle motions (see Appendix). Corrected parti-

cle motion azimuths versus back-azimuths are shown in Figure 3. Final correction
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rotations for each set of horizontal instruments are shown in Table 3.

Sclf-scaled horizontal projections of the first 0.1 s of the initial P-wave parti-

cle motions for the complete oriented data set are shown in Figure 4. Note that

horizontal particle motions recorded at surface (0 m) seismometers are considerably

less linear than those recorded downhole, especially at KNW. This effect is prob-

ably princiilly due to more vertical rays at 0 m resulting from low-velocity sur-

tace material; 0-m horizontal particle motions have larger relative contributions

from P-to-P side-scatter and P-to-S conversion, and lesser contributions due to the

direct P-wave. These contributions are enhanced in Figure 4 by the self-scaling of

each individual particle motion plot. Additionally, there are azimuthally dependent

effects that presumably reflect variations in regional structure; particle motions

from dista-, sources are more linear from the north and northwest than from the

south and southwest at both stations. This may reflect both the extreme regional

toporaphy and differences between the relatively competent geology of the

transverse ranges and Mojave block to the north versus the sedimentary fill of

Borrego Valley and the Salton Trough to the southeast.

Shear-wave Particle Motions at KNW

Borehole records at KNW are of particular interest for shear-wave observa-

tions because both KNW-BH and KNW-AZ have recorded numerous microearth-

quakes with near-vertical ray paths; the stations at PFO are at a relative disadvan-

tage in this regard (Figure 2; Figure 4). Besides having the shortest (and thus

probably minimum-attenuation) ray paths, nearly vertically incident signals also

have reduced phase conversions and minimum resulting waveform complication

tr..: v,.rcal heterogeneity (e.g., Booth and Crampin, 1985). Furthermore, previ-

mus studies (Peacock er al., 1988; Aster et al., 1990) have indicated that recordings
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at KINW-AZ provide the clearest evidence for shallow crustal shear-wave aniso-

tropy in the region and have excellent high-frequency signal-to-noise ratios

(Frankel and Wennerberg, 1989). We thus concentrate our polarization analysis on

recordings from the KNW site.

Intial S-wave particle motions for events with near-vertical (straight-line

station-to-hypocenter dip, d > 450) ray paths are plotted in Figure 5 for events

recorded at KNW-BH (Figure 2; Table 2) and KNW-AZ from Juy 21 1988

through April 29, 1989. Downhole KNW-BH S-wave particle motions show

approximateiy the same NW-SE trend as those at KNW-AZ. This trend is

independent of event azimuth and is suggestive of shear-wave anisotropy. S-wave

particle motions at the KNW-BH surface site, on the other hand, exhibit less of a

tendency to align than those recorded downhole or at KNW-AZ and show a more

N-S orientation (see below).

It has been noted that site responses may exhibit localized directional reso-

nances, partirlilarly a, high frequencies. Bonamassa et al. (1991) measured reso-

nance effects in afterslhock data recorded from the Loma Prieta earthquake in the

frequency band from 1-18 Hz, and found that these resonances varied significantly

for some stations separated by only 25 m. These resonances seem to affect the ini-

tial arrival the least. The general agreement between downhole particle motions at

KNW-BH and those observed at the surface by KNW-AZ indicates that this align-

ment phenomenon is not a directional site response; the borehole instrument is

nearly 0.4 km distant from the Anza station. Furthermore, the alignment is more

strongly visible downhole than at thc KNW-BH surface instrument, which is sited

in a clearly weathered zone, suggesting that surface effects near the borehole site

degrade rather than enhance the phenomenon. A high-frequency directional reso-

nance does in fact occur at KNW-AZ, but it is almost orthogonally oriented to the
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initial shear wave particle motion direction at this station (Aster and Shearer, this

issue).

Evidence for shear-wave splitting. Peacock et al. (1988) noted that aligned

initial shear-wave particle motions observed' at surface Anza stations were con-

sistent with a shear-wave splitting hypothesis (e.g., Crampin, 1978) in that the

degree of alignment could not be accounted for by shear-wave radiation patterns

for selected earthquakes. Aster et al. (1990) confirmed this for the entire data set

from October, 1982 through April, 1989, but found that unambiguous candidates

for slow quasi-shear wave arrivals were not generally observed. This was true

even for earthquakes with shear-wave radiation patterns and ray paths that

predicted a strong slow quasi-shea. wave excitation. Borehol,. recordings, being

relatively removed from surface effects, might provide clearer evidence of incom-

ing slow quasi-shear wave energy.

To optimally orient the KtNW-BH data to examine evidence for shear-wave

splitting, we first rotated 3-component seismograms from 20 events with near-

vertical ray paths (Figure 5a) into an apparent (P,SV,SH) coordinate system,

specified by a P-wave azimuth, 0, and a P-wave dip, 0, using the eigenvalue-

eigenvector decomposition of the 3-dimensional variance tensor (e.g., Kanasewich,

1975) of the initial 0.05 s (20 samples) of the P-wave. The 2-dimensional variance

tensor (in the plane perpendicular to P of the S-wave signal; see Appendix) was

then used to rotate the coordinate system in the (SV,SH) plane by an angle Nt, so

that energy in the initial 0.05 s of the shear wave was maximized along one cam-

ponent, St,,, (Figure 6). An estimate of the initial shear-wave particle motion vec-

tor, Sfas,, in the (V,N,E) coordinate system may thus be computed using the vector

rotation formula (e.g., Goldstein, 1981) as
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f -sinecos1
= /cosocosOcosW-sinosin1IJ. (1)

-sinocos~cosW+cosibsinwi

Sfast orientations are shown in Figure 7. As suggested by Figure 5a, particle

meton azimuths at 150 m and 300 m are consistent with a narrow range of initial

shear-wave particle motion azimuths observed over an 8-year period from events

with near-vertical ray paths at KNW-AZ by Aster et al. (1990). Particle motions at

the KNW-BH surface instrument, however, show a clear bias toward a more N-S

orientation, an effect also visible in the horizontal particle motions of Figure 5a.

Because the orientations of the surface horizontal components were checked twice,

once via magnetic compass during deployment and once during our P-wave orien-

tation analysis (Figure 3; Figure 4) and in both cases were found to be within a

few degrees of (N,E), this rotation is most likely due to a systematic effect occur-

ring in the upper 150 m.

Rotated seismograms. To examine differences between waveforms at

different borehole depths, we projected P- and S-wave 3-component seismograms

into (P,Sv,SH ) and (P,SfastSslow) coordinate systems, respectively. Figure 8

shows seismograms from 20 events time-aligned to less than or equal to 1 sample

(2.5 ms) by the cross-correlation maximum of the first 0.05 s (20 samples) of the P

and Sfaa components, for P- and S-waves, respectively (because of timing uncer-

tainties, true relative times were not available between the different depths for this

period). It is immediately clear that large modifications occur for both P- and S-

wave signals in the shallowest 150 m.

First, note that P- and S-wave attenuation, as manifested in a relative deficit

of high frequencies, is much greater between 150 m and the surface than between

300 m and 150 m. We quantify this effect in Aster and Shearer (this issue).

Second, there are many instances where energy with a strong P-component polari-
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zation is visible approximately 0.1 - 0.2 s after the surface-recorded S-wave. Such

arrivals are not generally seen in downhole recordings (e.g., event 881060633),

indicating that significant S-to-P conversion and/or S-to-S side-scattering is occur-

ring near the surface. As these ray paths are all nearly vertical, such conversions

must be due to shallow 3-dimensional structu-e.

Fletcher et al. (1990) estimated two-way travel times to the surface and back

for the 150 m and 300 m KNW-BH sensors to be approximately 120 ms and

180 ms for P-waves and 170 ms and 280 ms for S-waves, respectively. Good can-

didates for surface reflections are not generally visible in the downhole seismo-

grams near these times, at least partially due to the well-developed P- and S-wave

codas. We experimented with low-pass filtering (e.g., Blakeslee and Malin, 1991)

and autocorrelation in an attempt to detect reflected phases, but still did obtain any

clear examples.

Arrivals in the so, -component direction generally follow the Sfast arrival by

0.025 to 0.080 s (e.g., events 88079026 and 881322211). Waveform variation

from depth to depth for individual earthquakes is considerably greater in Ssto,-

component seismograms than in Sfast- or P-component seismograns, and clear

exarmple. of time-shifted, correlatable S and Sstow arrivals which would be

diagnostic of shear-wave splitting are not generally observed. This is true even for

seismograms recorded at 300 m, well beneath the obvious weathered layer.

Nevcrtheless, a few events (e.g., eve-ts 881321420 and 881322211) do exhibit dis-

tinct slow quasi-shear wave pulses that are consistent with a shear-wave splitting

hypothesis.

Sf,ut- and S,,, -component seismograms from 300-m, sorted by ray path

length (estimated as the straight-line station to hypocenter distance), are plotted in

Figure 9. Again, note that pulse shape correlation between fast- and slow-
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component arrivals is not generally observed, even well below the weathered zone.

Furthermore, the dominant shear-wave frequency is comparable to the shear-wave

linearity interval and many arrivals on the slow quasi-shear wave component are

emergent, making it problematic to estimate a duration for the linear shear-wave

particle motion.

Numerous techniques have been proposed to estimate the time delay, -t,

between the initial shear-wave arrival and later phases which may represent either

the arrival of the slow quasi-shear wave or the onset of the coda. An overview is

provided by MacBeth and Crampin (1990). Aster et al. (1990) applied a variance

tensor analysis to recordings of shear waves from 125 earthquakes with near-

vertical ray paths recorded at KNW-AZ and concluded that path and source varia-

tions in the earthquake catalog led to great variability in their t measurements,

making it likely that much of the observed variation was due to scattered energy

,arriving around the time of the expected arrival of the slow quasi-shear wave.

Such scattering makes unambiguous determination of t difficult (although much

more robust estimates of temporal variability are obtainable using a small popula-

tion of highly similar earthquakes [Poupinet, 1984; Aster et al., 1990, 1991]). The

dissimilarity in the majority of fast and slow waveforms illustrated in Figure 9

confirms that these complications also exist in KNW-BH recordings made below

the weathered layer, even for events with near-vertical ray paths.

An interesting feature of the data is dhe extreme similarity and complexity in

initial arrivals for many of the 150 m and 300 m seismogram pairs.

Event 881032333 of Figure 8, for example, shows a complicated P-wave arrival on

both downhole sensors. These waveforms show no large differences which would

indicate that this signal was generated by surface or near-surface reflections or

scattering. It instead appears that the waveform complexity is due either to deeper
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scattering or source complexity and that the seismic ransfer function between

150 m and 300 m is transparent up to high frequencies (Aster and Shearer, this

is,.e). Similar arrival character in P- and Sfast -component downhole arrivals (e.g.,

event 881060633) favors a source time function complexity explanation.

Evidence for Shallow Anisotropy

Scattering and attenuation in the near-surface produce dramatic variations

between some downhole and surface recordings of the same earthquake (e g.,

event 872251032). There exist many examples, however, (e.g., event 880472249)

of highly correlated shear-wave seismograms recorded at different levels, particu-

larly for pairs from 150 m and 300 m. Such traces provide an opportunity to esti-

mate the mean velocity anisotropy between sensors.

To obtain such a measure, we calculated cross-correlation functions for Sfasg-

componcnt pairs and S,, -component pairs from individual earthquakes recorded

by different sensors, using cosine-tapered time windows of 0.24 s (96 samples).

[ he Sfast window began 0.05 s (20 samples) before the shear-wave pick indicated

in Figure 8 and the Ssiow window began at the shear-wave pick. Note that in using

this coordinate system, we are assuming that any shallow anisotropy between the

sensors has approximately the same orientation as the local anisotropy inferred

from initial S-wave particle motion directions at KNW-BH and KNW-AZ.

The cross-correlation was performed in the frequency domain. To interpolate

to 1/32 sample (z 78 is) time spacing we padded out the high-frequency portion of

the discrete Fourier transform of the cross-coTelation function with 2976

((32-1)-96) zeros prior to taking the inverse Fourier transform. This interpolation

procedure is invariably stable and introduces no additional frequency content to the

:ross-correation function. We then examined the difference between the best lag
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of the Ss5 o, cross-correlation function, , and the best lag of the Sfa. cross-

correlation function, Cfast for component pairs recorded at 300 m and 150 m,

150 m and 0 m, and 300 m and 0 m (Figure 10). The cross-correlation peaks exhi-

bit appreciable scatter, but display a distinct preference for the best CLo lag to be

later than the best Cfast lag for all component pairs. This relative lag is visible in

some seismograms in Figure 8 as a slight moveout between the S,,,, traces from

the same event recorded at different levels (e.g., event 88051549).

300-m and 150-m seismogram pairs, which have the highest frequency content

and best cross-correlations, show a mean Cso, maximum that is 1.3 ms (with a

standard deviation of 1.0 ms) late- than the corresponding Cfasi maximum. If we

interpret this lag as being due to azimuthal shear-wave anisotropy, the one-way

travel time for shear waves between 300 m and 150 m of 54 ms (Fletcher et al.,

1990) suggests a differential shear-wave velocity between the Sfast and S.t,, com-

ponents of 2.3% ± 1.7%.

Cross-correlation functions from 150-m and 0-m pairs have maxima that are

broader and lower, primarily because of the loss of high frequencies in 0-in

seismograms due to near-surface attenuation. Despite this complication, these pairs

have unanimously late C,,o, best lags with a mean value of 6.9 ms and a standard

deviation of 3.6 ms. The one-way travel time for shear-waves is 85 ms, and the

corresponding implied azimuthal shear-wave anisotropy is 7.5% ± 3.5%.

The 300 m and 0 m cross-correlations suffer from the greatest amount of

scatter, both because of the reduced high frequency content of the surface record-

ings and because the increased distance between sensors produces correspondingly

greater incoherence. We note, however, that despite some outliers, the Cszow

cross-correlations are also preferentially late. This is again consistent with rela-

tively slow vertical propagation of Ss, ,, -polarized energy.
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Discussion

The KNW-AZ surface instrument, which is affixed to an outcrop, displays

polarization properties that are in close agreement with thcse made at depth in the

borehole, suggesting that the strong initial shear-wave polarization alignment

observed at this station is truly indicative of the bedrock anisotropy near this site.

The KNW-BH surface instrument, on the other hand, is emplaced atop a weathered

zone that is several tens of meters deep (Carroll et al., 1991). This material not

only causes severe high-frequency attenuation (Aster and Shearer, this issue), but

also alters the. initial S-wave polarization direction (Figure 5; Figure 7). Notably,

Fletcher et al. (1990) examined horizontal shear-wave particle motions from a sur-

face shear-wave generator during velocity logging at KNW-BH and found that the

signal acquired a noticeably elliptical particle motion by 7.5 m depth. It thus

appears clear that S-wave initial particle motion directions can be significantly

influenced by weathered near-surface material.

Consistent evidence for shallow shear-wave anisotropy at KNW-BH is found

in relative cross-correlation peaks between Sf=- and S,, -polarized energy

recorded at pairs of sensors (Figure 10). Estimates of azimuthal shear-wave aniso-

tropy are 2.3% ± 1.7% from 300 to 150 m, and 7.5% ± 3.5% from 150 to 0 m.

The exce!lent agreement in downhole and KNW-AZ polarization directions, how-

ever, indicates that the initial shear-wave polarization alignment exists well below

the deepest borehole instrument (300 m).

Recent borehole results from controlled source experiments by Daley and

McEvilly (1990) and Winterstein (1990) suggest that shallow azimuthal shear-wave

anisotropy on the order of 10% exists in some areas near the San Andreas fault

system. If this were also the case for the upper few kilometers at Anza, then the
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typical linearity interval (about 0.1 s) between the initial shear-wave arrival and the

onset of significantly elliptical or chaotic motion (Peacock et al., 1988; Aster et al.,

1990, Crampin et al., 1990), if indicative of the shear-wave splitting delay, could

be attributed to a shallow anisotropic layer with an approximate thickness of as lit-

tle as 3.5 km, assuming a mean S-wave velocity of 3.2 km/s. Our anisotropy esti-

mate of 2.3% between 150 and 300 m, if generally applicable, increases the depth

of a uniformly anisotropic layer to about 15 km. A shallow crustal explanation is

also consistent with the 40' difference in initial shear-wave particle motion

azimuths between the closely-sited Anza stations KNW and WMC (15 km separa-

tion; Peacock et al., 1988; Aster et al., 1990) and with variations observed in

nearby stations at other networks (e.g., Savage et al., 1989, 1990; Gledhill, 1990).

The Sfast direction at KNW-AZ and KNW-BH is approximately consistent

with the predominant strike of cracks observed in K1NW-BH televiewer logs

(Fletcher et al., 1990), with the shear-fabric in the outcrop onto which KNW-AZ is

affixed, and with the trace of the nearby Hot Springs fault (Figure 2). A

comprehensive discussion of proposed mechanisms for generating shear-wave

anisotropy in the crust is outside the scope of this paper, but they include micro-

cracks reflecting the current stress field (e.g., Crampin and Booth, 1985; Shepherd,

1990), microcracks reflecting the paleostress field (e.g., Blenkinsop, 1990), rock

fabric (e.g., Kern and Wenk, 1990), and joints (macrocracks) (e.g., Stewart, 1990).

It is possible that the shear-wave anisotropy at KNW-AZ and KNW-BH is due to

both rock fabric and cracks that extend essentially to the surface. The alignment of

the horizontal projection of the fast anisotropic axis at KNW with a strike-slip fault

strand favors a paleostress or shear-fabric interpretation rather than a mechanism

dependent on the current regional maximum compressional stress direction, which

must oe between 0' and 900 clockwise with respect to the northwesterly strike of
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the San Jacinto fault zone. The exact cause, however, remains obscure, with

perhaps several of the above mechanisms contributing to the observed shear-wave

polarization directions.

Although the downhole environment at KNW-BH enjoys considerably broader

signal bandwidth and higher signal-to-noise levels relative to the surface (Aster and

Shearer, this issue), borehole records do not show clear evidence for P- or S-wave

surface reflections, nor do they display pervasive candidates for slow quasi-shear

waves, even at 300 m. While the lack of clear surface reflections is consistent with

Q and velocity estimates (Aster and Shearer, this issue), the lack of slow quasi-

shear waves is more problematic. One possibility is that Q for deeper paths at

Anza is mostly attributable to scattering rather than to intrinsic attenuation, in

which case the slow quasi-shear wave arrival is obscured by multipathing. Such

masking of the slow quasi-shear wave could also conceivably be enhanced by

anisotropic shear-wave attenuation.

Conclusions

Summarizing our results in terms of the questions of the introduction, we find:

(1) Horizontal seismometers both downhole and at the surface can be successfully

oriented at the KNW and PFO boreholes to an estimated accuracy of approxi-

mately ±50 using low-pass-filtered initial P-wave particle motions from

regional and near-regional earthquakes and one Nevada Test Site explosion.

(2) An approximately 200 clockwise bias in initial shear-wave polarization direc-

tions occurs in surface recordings at the KNW borehole relative to recordings

downhole. This rotation is not visible in P-wave particle motion azimuths

from regional and near-regional events. Initial shear-wave particle motions at

150 m and 300 m are consistent with those observed over an 8-year period by
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a nearby Anza network surface station, indicating that the alignment in initial

shear-wave particle motions is not confined to the immediate vicinity of the

Anza station and is at least partially due to processes occurring below the

deepest borehole instrument (300 m), which is well beneath the weathered

zone.

(3) At the KNW borehole, good candidates for slow quasi-shear waves are only

sporadically observed in seismograms from local earthquakes (ML = 2) with

near-vertical hypocenter-to-station ray paths, even at 300 m (the PFO borehole

did not record any events with near-vertical ray paths). KNW-BH data from

these earthquakes also do not display readily discernible surface reflections

from near-vertical P- or S-waves. Aster and Shearer (this issue) show that

this is attributable due to high near-surface attenuation.

(4) Cross-correlated waveforms from different levels in the KNW borehole are

suggestive of azimuthal shear-wave anisotropy, with the fast anisotropic axis

having the same orientation as the observed initial S-wave polarization align-

ment. The initial alignment of S-wave particle motions observed at 300 m

suggests that this anisotropy extends beneath the borehole.
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Table and Figure Captions

Table 1. Regional events recorded by the Anza borehole instruments identified

from the National Earthquake Information Center PDE report (Figure 1). Columns

labeled KNW and PFO indicate which GEOS recorders triggered at each borehole

site, where 1 = 300 m, 2 = 150 m, and 3 = 0 m. Depths are below sea level.

Table 2. Local events recorded by the Anza borehole instruments identified from

the National Earthquake Information Center PDE report (Figure 2). Columns

labeled KNW and PFO indicate which GEOS recorders triggered at each borehole

site, where I = 300 m, 2 = 150 m, and 3 = 0 m. Deprh' are h1 low sea level

Table 3. Best orientations, "0 (degrees E of N) for h downhole components

estimated from event back-azimuths and P-wave particle motions (see Appendix).

The orientation error is taken as the minimum of the 1-norm angular error function

(A 11), i.e., as the mean weighted angular deviation between the optimally rotated

particle motion azimuths and the back-azimuths. no.9 indicates the number of

regional and near-regional earthquakes used in each estimate, all of which have

horizontal particle motion linearities, I (A), of greater than or equal to 0.9.

Fig. 1. Regional geography, borehole locations, and regional and near-regional epi-

centers from 22 July, 1987 through 29 April, 1989 recorded by one or more

borehole instruments (Table 1).

Fig. 2. Local and regional geography, borehole locations, and local event epi-

centers from 22 July, 1987 through 29 April, 1989 recorded by one or more

borehole instruments (Table 2).

Fig. 3. Event back-azimuths, 0, plotted versus P-wave particle motion (initial
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0.1 s) azimuth estimaLes (A8), 0 (degrees E of N), corrected by the estimated hor-

izontal seismometer orientations, Wji0 (degrees E of N) (Table 3). Dashed lines at

4) = 0 - 0Vo and at 0 = 0 -0 ± 1800 indicate ideai trends for dilatational and

compressional sources, respectively, in a lateraly-homogeneous isotropic Earth.

The e'vtiminted orientation error, E(W0 ), for each horizontal coordinate system deter-

mination (Table 3) is the average angular deviation of the corrected azimuth esti-

mates from a perfect fit to these trends.

Fig. 4. Self-scaled horizontal P-wave particle motions (initial 0.1 s) for all

identified events recorded at the KNW and PFO. The projection is polar, the parti-

. .. .; 'w, each event is plotted at the event back-azimuth, and at a

radius proportional to the straight-line emergence angle between station and source.

The perimeter corresponds to an emergence angle of 950 (slightly above horizontal

so as not to interfere with the plotting of distant events).

Fig. 5. (a) Self-scaled horizontal velocity particle motions for the first 0.1 s of the

shear wave for 20 events with near-vertical ray paths to the KNW borehole site,

KNW-BH, recorded between 22 July, 1987 and 29 April, 1989. The projection is

identical to that of Figure 4, but the perimeter corresponds to an emergence angle

of 45' . Note the general agreement between the 300 m and 150 m horizontal S-

wave polarization directions and the =20' clockwise rotation of the initial S-wave

direction at the surface instrument relative to the other instruments.

(b) Self-scaled horizontal velocity particle motions for the first 0.1 s of the shear

wave for 125 events with near-vertical ray paths to the Anza network surface

seismometer KNW-AZ, recorded between I October, 1982 and 24 November, 1989

(After Aster et at., 1990), plotted as in Figure 5a. Note the general agreement

between the horizontal S-wave polari-tion directions in tlh s figure and the 300 m
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and 150 m particle motions shown in (a).

Fig. 6. (P, Sfa.,Ssto, ) particle motion-based coordinate system, where 0 is the

azimuth (E of N) of the P-wave first motion, 0 is the emergence angle of the P-

wave first motion, and W is the angle of the S-wave first motion in the (Sv,SH)

plane as shown in the inset. Note that all angles are defined solely by the initial

particle motion directions, and are not to be confused with those of Figure 3.

Fig. 7. Dip and azimuth (degrees E of N) values of initial S-wave velocity particle

motion vectors for 20 events with near-vertical ray paths recorded by KNW

borehole instruments (Figure 5a). Dashed lines at azimuths of 320±7.5' indicate

95% confidence limits for the distribution of initial S-wave particle motion

azimuths from 125 events recorded at the surface Anza Network station KNW-AZ

(Figure 5b; Aster et al., 1990). Note that KNW borehole instrument initial shear

wave particle motion azimuths at 150 m and 300 m agree well with those observed

at KNW-AZ, but those recorded at 0 m at the borehole site show increased scatter

and a clockwise rotation of approximately 20' relative to those recorded downhole

and at KNW-AZ.

Fig. 8. (a) P-wave velocity seismograms (0.5 s) for the 20 near-vertical ray path

events of Figure 5a, projected into the (P,Sv,SH) coordinate system determined by

the initial P-wave particle motion (Figure 6). Each box shows seismograms

recorded at 0, 150, and 300 m (from top to bottom, respectively) for the labeled

event and component. Individual components for each event and depth have

correct relative amplitudes. Seismograms for each event are aligned on the max-

imum cross-correlation of 0.05 s (20 samples) of the P component. Local magni-

tudes for these events range from 1.4 (event 872251032) to 2.5 (event 872521021)

(Table 2).
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(b) S-wave velocity seismograms (0.5 s) for the 20 borehole-recorded events of

Figure 5a, projected into the (P,SfatSslow) coordinate system determined by the

initial P-wave and S-wave particle motions (Figure 6). Components for each event

and depth have correct relative amplitudes. Seismograms for each event are

aligned on the maximum cross-correlation of 0.05 s (20 samples) of the Sfan com-

ponent.

Fig. 9. 300-m Sfa t -component (solid) and Ssto -component (dashed) S-wave velo-

city seismograms recorded by the 300-m KNW borehole instrument (expanded time

scale from Figure 8b), sorted by decreasing (straight-line station-to-hypocenter)

range. Note that even for these 300-m recordings from below the weathered layer,

similar pulse shapes between S fast- and SsLow-component seismograms predicted by

a simple shear wave splitting model are not generally observed (with the notable

exception of event 881322211).

Fig. 10. Cross-correlation function main lobes from Sslw-component (CsIo,) and

Sfa-component (Cfa,1 ) S-wave velocity seismograms recorded at the KNW

borehole (Figure 8b). Cfasg cross-correlations are centered on zero lag. Each

C,,,,, maximum is plotted relative to the maximum of its corresponding Clan func-

tion, with its peak highlighted by a triangle. Note that all three sets of cross-

correlations exhibit a preference for the upward propagation of Ssto -polarized

energy to be slow relative to S ft-polarized energy.
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Appendix: Estimating Horizontal Seismometer Orientations

Using Initial Particle Motions

Initial particle motion directions were estimated using a 2-dimensional vari-

ance tensor analysis (e.g., Kanasewich, 1975) using 0.1 s-segments (40 samples) of

the P-wave time series in the horizontal plane, (.), expressed in a coordinate sys-

tem H of unknown orientation and handedness.

The data variance tensor is the expectation value of the outer product

V < < >. (Al)
which has a decomposition

V = a.A.aT (A2)

where a is the 2-dimensional orthogonal matrix of (unit) eigenvectors

a = (l,jD2) (A3)
and A is a diagonal matrix composed of the real, non-negative eigenvalues of V

Aij = Tli 8ii , 711 :2 12 2! 0 - (A4)

The linearity (Aster et al., 1990) is:

-Th 12 (A5)
TlI + 712

and is a measure of the degree to which the energy in the windowed segment of

{W} is confined to a single direction. For the two dimensional case considered

here, where the variance tensor defines an ellipse, I is just the square of the

center-to-focus distance, where the semimajor axis is

1/2
a = (A6)

and the semiminor axis is
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b T 2  ] 1/2 W

b = + 12A)

The eigenvector corresponding to 711, e , is the best fit L2-norm axial vector

to the data points; the axis from which the sum of the squares of the perpendicular

distances of the data points is minimized, or equivalently, is the axis of minimum

rotational inertia for the (unit weighted) data points. Because j, is an axial vector

(due to the quadratic frm of V), it may point parallel to or antiparallel to the

actual particle motion, depending upon the conventions of the particular

eigenvector-eigenvalue decomposition routine used. We therefore adjust L to indi-

cate the actual particle motion direction by comparing e, with the average of {)

over the windowed time series, which is dominated by the first swing for the

regional and near-regional signals used in this paper. The orientation azimuth, 0

tor the Ln event is then

0, - tan- [(il ) /(I) e [0,2n) (A)

For a (N,E) coordinate system convention and isotropic and laterally homo-

geneous media, the relationship between observed particle motions and

geographically-determined back-azimuths is

0 = 0 + mi: (A9)

where 0 E 10.2rT) is the (known) event back-azimuth obtained from station and

hypocenter coordinates, and the source polarity factor m (-1,0,1 . m = 0 is

appropriate for dilatational sources, where the first swing of the particle motion is

in the back-azimuth direction, and m = ±1 models the required inversion of parti-

cle motion for compressional sources, where the initial particle motion is away

from the source.

We wish to rotate the observed particle motion azimuths (recorded in the

unknown coordinate system H) into a set of azimuths that best agree with the set
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of geographic back-azimuths. By convention, if H is left handed

(h I x h2 = -vertical), we seek the azimuthal correction angle, V = Yo e [0,2r), so

that

0 - N + m (A10)

is best satisfied. If H is right handed, we interchange the h, and /12 components

before fitting (A9), to maintain consistency with (A8).

We minimize a weighted LI angular error function

I n
EM)= li. lei -0i - ±Ml (All)

n i=1

to estimate 0, where n is the number of particle motion observations and the

weighting factor I is the particle motion linearity (A5). The integer m character-

izes the source polarity and is free to vary to minimize each term. Note that (A11)

is simply an average of n sawtooth functions, each with a period of 1800 and an

amplitude range of ±90° . The consistency of the orientation data is reflected in the

phase agreement of these terms.

The error function, e(y), has a 180 ° ambiguity that requires source polarity

information for its resolution. One possibility would be to incorporate polarity

information directly into the error function by including terms with 360' periodici-

ties and an amplitude range of 0' to 1800 for sources of known polarity (e.g.,

Nevada Test Site explosions). We chose instead to calculate e as in (All) and

then restrict the range of V by matching polarities of seismograms recorded both

by the surface borehole instruments and by nearby surface Anza network instru-

ments of known polarity. This procedure had the added benefit of enabling us to

verify the polarity of the downhole vertical sensors.

To reduce noise in initial particle motion azimuth estimates (A8), all seismo-

grams were low-pass-filtered using a finite impulse response realization (Kaiser and
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Reed, 1977) with a comer frequency of 20 Hz, a transition bandwidth of 5 Hz, and

a stop band level of -20 dB at 30 Hz. Only those signals with linearities (A5)

I > 0.9 were used in evaluating the error function (All). A negative do/dO was

observed for the 150-m and 300-m instruments at KNW, indicating that these

instruments were data logged with rgeht handed coordinate systems, which result

when components are interchanged or when a single component is inverted. Hor-

izontal records from these depths were interchanged prior to final evaluation of the

error function.
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Local Events

Year Day Time (UTC) Longitude Lattude Depth (km) ML KNW PFO

1987 203 22:54:47.276 -116.569 33.459 10.57 2.6 1,2,3 -

1987 224 23:38:07.160 -116.747 33.492 13.37 1.6 1,3 -

1987 225 10:32:36.233 -116.714 33.611 17.55 1.4 1,3 -

1987 238 08:24:57.154 -116.860 33.359 15.11 2.4 1,3 -

1987 252 10:21:53.387 -116.682 33.588 17.56 2.5 3 -

1987 307 22:11:06.899 -116.705 33.687 20.94 1.6 1,2,3 3
1987 310 18:06:23.598 -116.918 33.553 14.36 2.8 1,3 1,2
1987 335 00:11:11.063 -116.721 33.662 18.74 2.1 1,2,3 3
1987 337 11:15:02.511 -116.713 33.906 18.07 1.9 1,3 1
1987 363 11:08:27.592 -116.890 33.600 5.19 2.9 1,3 1,3
1987 365 06:16:43.073 -116.394 33.372 12.49 1.8 - 1,3
1988 047 14:46:33.167 -116.736 33.646 17.00 1.5 1,2,3 1
1988 047 22:49:57.811 -116.765 33.664 15.64 1.4 1,2,3 -

1988 048 02:01:45.947 -116.619 33.579 15.32 1.4 1,2,3 1
1988 050 15:49:00.702 -116.723 33.649 18.35 - 1,2,3 -

1988 079 06:28:33.790 -116.712 33.639 15.84 1.8 1,3 1,3
1988 080 16:23:28.730 -116.739 33.901 13.80 2.7 1,2,3 3
1988 084 04:01:04.028 -116.725 33.666 18.87 1.8 - 1,3
1988 088 15:09:01.431 -116.547 33.969 11.49 2.5 1,2,3 1,3
1988 089 09:09:20.806 -116.719 33.694 21.92 1.9 1,2,3 3
1988 089 20:50:40.041 -116.509 33.512 16.64 2.3 1,2,3 1,3
1988 093 12:50:49.035 -116.951 33.890 13.38 2.5 1,2,3 3
1988 095 19:40:33.313 -116.808 33.594 9.95 1.8 1,3 -

1988 103 23:33:03.716 -116.752 33.709 19.81 1.4 1,2,3 1
1988 106 06:33:13.758 -116.800 33.690 17.48 1.9 1,2,3 1,3
1988 106 14:17:36.170 -116.744 33.702 19.04 1.6 1,2,3 3
1988 107 03:09:52.696 -116.797 33.569 4.77 - 1,2,3 1
1988 108 00:22:24.904 -116.760 33.548 5.41 2.2 1,2 1,3
1988 110 09:57:11.166 -116.580 33.475 14.32 1.9 - 1,2,3
1988 116 19:45:29.961 -116.678 33.889 13.29 2.7 1,3 1,3
1988 117 21:27:17.176 -116.628 33.592 16.03 1.6 1,3 1,3
1988 118 22:22:11.867 -116.759 33.547 5.06 1.7 1,3 1
1988 120 03:11:25.066 -116.507 33.511 16.17 2.5 - 1,3
1988 120 22:43:44.091 -116.549 33.976 13.60 2.9 1,3 1,2,3
1988 122 11:14:02.531 -116.760 33.547 5.31 2.5 - 1,2,3
1988 132 08:38:07.856 -116.458 33.512 9.09 1.9 1,3 1,2
1988 132 14:20:02.420 -116.759 33.658 19.10 1.5 1,3 -
1988 132 22:11:59.174 -116.751 33.621 18.36 - I
1988 158 08:14:59.825 -116.318 33.301 14.33 2.6 1,3 1,2
1988 158 08:58:07.746 -116.319 33.300 14.42 2.1 1,3 1
1988 161 06:35:00.138 -116.808 33.594 9.92 1.4 3 -

1988 171 09:17:29.024 -116.211 33.347 13.43 2.4 1,3
1988 172 03:23:28.787 -116.254 33.239 9.58 2.6 1,3
1988 201 11:13:04.048 -116.938 33.752 17.05 2.1 1,3
1988 201 22:54:24.273 -116.790 33.652 16.86 1.6 1,3 3
1988 229 12:41:33.405 -116.861 33.872 10.19 2.3 1,2,3 3
1989 116 06:31:33.239 -116.731 33.662 16.62 1.9 1,2 1,3
1989 119 15:30:46.952 -116.723 33.645 19.26 1.7 1 1,2 1,3

Table 2
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Abstract

We examine surface and downhole P- and S-wave spectra from local earthquakes

recorded at two borehole seismometer arrays (KNW-BH and PFO-BH) installed in the

Southern California Batholith region of the San Jacinto Fault zone by the U.S. Geolog-

ical Survey to assess the influence of the weathered layer on the spectral content of

high-frequency (2-200 Hz) seismic signals.

Earthquake signals recorded downhole at both sites show significantly improved

seismic bandwidth due to both a reduction in ambient noise levels and (especially) to

dramatically increased levels of high-frequency signal. Significant seismic signal is

observed up to approximately 190 Hz for P-waves at KNW-BH. Stacked spectral

ratios from these signals indicate that the highly weathered near-surface (between 0

and 150 m) at KNW-BH and PFO-BH exerts a much larger influence on seismic sig-

nals than deeper (between 150 and 300 m) material. Modeling of uphole/downhole

spectral ratio data suggests Q a = 6.5 and Q p = 9 between 0 and 150 m, increasing to

Qa = 27 and Q> 26 between 150 and 300 m. An outcrop-mounted Anza network

station, deployed approximately 0.4 km from KNW-BH, displays roughly similar

high-frequency content to the KNW-BH downhole sensors, but exhibits spectra that are

significantly colored by directional resonances.

Low-Q and low-velocity near-surface material forms a lossy boundary layer at

these borehole sites that is advantageous to the high-frequency downhole environment;

not only are noise levels reduced, but reflections from the surface and near-surface are

greatly attenuated. As a result, high-frequency recordings from below the weathered

zone more nearly resemble those recorded in a whole space than would otherwise be

expected.
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Introduction

Numerous borehole studies (e.g., Boatwright et al., 1986; Hauksson et al.,

1987, Malin et al., 1988; Seale and Archuleta, 1989; Blakeslee and Malin, 1991)

indicate that weathered, near-surface material commonly has low velocity and

extremely low Q (=10) for both P- and S-waves. Consequently, the shallowest

material in the earth exerts a disproportunately large influence on the frequency and

phase characteristics of high-frequency seismic signals. Surface seismometer stu-

dies indicate that even "hard-rock" sites on apparently unaltered bedrock exhibit

resonance and attenuation effects. For example, Cranswick et al. (1985) described

site effects for seismometers sited on glacially scoured bedrock in New Brunswick,

and Frankel and Wennerberg (1989) found that spectra from the Anza network in

Southern California display distinct site-specific spectral characteristics, indepen-

dent of the seismic source region.

Instruments deployed in boreholes that penetrate below the weathered material

of the near-surface thus potentially provide a considerably more transparent win-

dow through which to observe source processes and deeper path effects that may

be masked by a strong near-surface transfer function. A second advantage of

borehole stations is their relative isolation from surface noise. Finally, observations

in boreholes enable an assessment of local site effects at nearby surface stations,

which are far more convenient and economical to deploy.

We analyze microearthquake recordings from two 300 m-deep borehole

arrays, KNW-BH and PFO-BH, located near Anza network stations PFO-AZ and

KNW-AZ (Berger et al., 1984; Vernon, 1989). These boreholes penetrate the

Southern California Batholith (Sharp, 1967) near the San Jacinto Fault zone. For a

full description of instrumentation, geological setting, and seismicity, see Aster and
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Shearer (this issue) and Carroll et al. (1991). We address the following questions:

(1) How much is the usable seismic bandwidth ;.,proved in these boreholes rela-

tive to surface sites?

(2) What do uphole/downhole spectral ratios indicate about the seismic response

of near-surface material to near-vertically traveling P- and S-waves?

(3) How well can we model observed spectral behavior using an assumption of

flat-lying layers?

(4) How does the seismic response differ between downhole sites and a nearby

surface hard-rock site at KNW?

Borehole and Surface Signal and Noise Levels

Borehole instruments generally operate at significantly lower ambient noise

levels than surface instruments (e.g., Rodgers et al., 1987; Gurrola et al., 1990).

This advantage is partially due to the amplification of low-impedance surface

material and the free surface, which affect signal and noise equally, but also arises

because of the physical separation of borehole instruments from surface noise

sources and from the high attenuation of the near-surface. To assess signal and

noise levels for the borehole instrument velocity seismograms, we estimated power

spectral densities (PSD's) from 0.5-s (200 sample) time windows preceding and

following P- and S-wave arrivals. KNW-BH signal and noise levels at 0 m,

150 m, and 300 m were estimated for 20 events with near-vertical ray paths (P-

and S-wave seismograms for these events are shown in Figure 8 of Aster and

Shearer, this issue). Due to a lack of nearby events, PFO-BH signal and noise lev-

els were estimated for 25 more distant events in the Anza catalog. As PFO-BH

recorded few events on the 150-m instrument and had indistinct S-wave arrivals,
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we evaluated only P-wave pre-event and signal noise, and only for the 0-m and

300-m instruments at this station. Signal levels from individual events scale with

size and range, the KNW events examined were ML = 1.4 to 2.5 and had

(straight-line hypocenter-to-station) ranges from 18.5 to 28.2 km (Figure 9 of Aster

et al., this issue). The PFO events were ML = 1.4 to 3.8 and had (straight line

hypocenter-to-station) ranges from 15.1 to 79.5 km.

We analyze data in the frequency domain using a coordinate system that facil-

itates plane-layer modeling of spectral characteristics, (V,S 1,S2), where V is the

vertical component. At KNW, S, is the horizontal projection of the predominant

initial S-wave polarization direction from earthquakes with near-vertical ray paths

(N40°W; approximately San Jacinto Fault-parallel), observed at nearby Anza net-

work station KNW-AZ by Peacock et al. (1988) and at both KNW-AZ and KNW-

BH by Aster et al. (1990) and Aster and Shearer (this issue). At PFO (which lacks

large numbers of events with near-vertical ray paths) the Sl-direction is arbitrarily

taken to be N, close to the predominant initial S-wave polarization direction for

Anza stations. In both cases, S2 is the left-hand perpendicular to V and to S1.

Mean and ±la signal levels were estimated by stacking individual component

spectra using a 0.5-s (200 sample), cosine-tapered time window beginning 0.125 s

before the pick time. Assuming that pre-signal noise levels are statistically station-

ary, we obtained lower-variance PSD estimates for each event by section averaging

(e.g., Welch, 1967; Priestly et al., 1981) across three 50%-overlapping, 0.5-s time

windows, thus using a total of 1.0 s of pre-arrival noise. As S-P times for seismo-

grams observed at KNW-BH were all greater than 1.8 s, pre-signal PSD's for S-

waves (i.e., the P-wave coda) were estimated using energy beginning well after the

P-wave arrival. (V,S 1,S2)-component PSD's for signal and pre-arrival noise are

shown out to the 200 Hz Nyquist frequency for KNW-BH P- and S-waves in
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Figures la and lb, respectively, and for PFO-BH P-waves in Figure Ic.

P- and S-wave signal and noise levels at KNW-BH. P-wave pre-event noise

levels are generally 10-20 dB lower at the downhole instruments than at the sur-

face. This is 4-14 dB better than could be attributable to free surface amplification

alone (see below). Surface noise levels have maxima of about -160 dB (relative to

1 m2/s2/Hz) near 20 Hz, a peak which is absent downhole. An approximately 6 dB

difference in the high-frequency asymptotes of tie noise spectra between surface

(= -180 dB) and downhole (= -186 dB) instruments probably reflects differences

in digitizer noise; the surface and downhole GEOS gains were set at 48 dB and

54 dB, respectively, t"- making a surface digital least count 6 dB more significant

than a downhole digital least count. Noise levels at 300 m are only margiinally

lower (1-2 dB) than at 150 m.

Downhole P-waves at the 150-m and 300-m KNW-BH sensors generally have

signal and noise PSD's that asymptotically approach each other near the Nyquist

frequency (200 Hz). Apparently there is significant seismic energy from nearby

earthquakes above the 100 Hz antialiasing comer frequency at these depths that

could be recorded by an even broader-bandwidth system. In contrast, surface-

recorded P-waves are relatively deficient in high frequencies and approach back-

ground noise levels near 120 Hz. The reduction in useful bandwidth in surface

seismograms is exacerbated by higher noise levels, but is mostly due to strong

near-surface attenuation. Surface spectra also exhibit more narrow-band structure

below about 60 Hz than downhole spectra, a feature suggestive of surface reso-

nances.

Signal-to-noise levels for S-waves at KNW-BH (Figure lb) are much poorer

than for P-waves (Figure la). This is partly because of the generally lower comer

frequency of the S-wave (e.g., Savage, 1972; Hanks, 1981), but is predominantly

139



due to the P-wave coda, which is typically about 40 dB above P-wave pre-event

noise levels. S-wave signal and P-wave coda PSD's merge at about 120 Hz on the

downhole horizontal components and at about 80 Hz at the surface. There is an

approximately 6-10 dB preferential partition of P-wave coda energy onto the verti-

cal component at all depths that, along with the nearly horizontal polarization of

the shear wave for these events with near-vertical ray paths results in improved S-

wave signal-to-noise on the horizontal components. As with P-waves, a clear

diminution of high frequencies occurs near the surface, and the 0-rn instrument

displays narrow-band structure that is suggestive of near-surface resonances.

P-wave signal and noise levels at PFO-BH. 300-m pre-event noise levels at

PFO-BH are also aDpreciably lower than at the surface, although all channels exhi-

bited (easily removable) narrow-band !ne noise at multiples of 60 Hz (Figure 1c).

Surface noise peaks around 20 Hz that is near -150 dB (relative to 1 m2/s2/Hz), or

about 10 dB higher than at the KNW-BH surface site. 300-m noise levels, how-

ever, are comparable to those at the KNW-BH downhole instruments. Signals

from these more distant events were not as broad-band as those recorded by

KNW-AZ due to regional attenuation, a modest increase in usable bandwidth at

high frequencies is nevertheless still observed downhole, extending the unity

signal-to-noise frequency from about 100 Hz up to near 125 Hz.

The Seismic Response of the Near-Surface

It is clear from Figure 1 that most modification to the seismic signal occurs in

the uppermost 150 m at both sites. These changes reflect heterogeneity (including

topography) and viscoelasticity that manifest themselves in amplification, reso-

nance, scattering and attenuation. Shearer and Orcutt (1987) provide a more

comprehensive summary of plane-wave effects, which we only briefly review here.
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The free surface. The zero-traction boundary condition at a free surface intro-

duces an amplification of 6 dB for vertically incident P- and S-waves for instru-

ments deployed within a small fraction of a wavelength of the surface. The gen-

eral response is a special case of reflection (see below).

Impedance contrast. Energy conservation dictates that amplitudes for com-

pletely transmitted waves will vary inversely as the square root of the ratio of the

seismic impedances between two dissimilar media.

Reflection and transmission. Velocity variations which introduce a scale

length to the model result in frequency-dependent response spectra. In the simplest

case, a vertically traveling P- or SH -wave in a lossless medium reflecting from an

interface above a borehole receiver, the response spectrum is the sum of two

delta-function spectra with differing phases, resulting in a frequency-periodic

interference pattern. Multiple interfaces produce a plethora of resonance and (for

non-vertical incidence) phase conversion effects in the response spectrum.

Attenuation. For seismic body waves propagating in a non-dispersive, linear,

and homogeneous medium, the energy in a harmonic plane wave at some spatial

position, x, is characterized by simple exponential decay, where the exponent is

proportional to frequency and x, and is inversely proportional to the quality factor,

Q (f). A frequency-independent, finite Q, (the case for models considered in this

paper), thus results in a relative loss of energy at higher frequencies. In addition,

attenuation produces resonance damping, which results in a "smoother" response

function. In this paper we generalize seismic Q to include apparent energy losses

due to pulse broadening from scattering (e.g., Dainty, 1981; Richards and Menke,

1983; Frankel and Clayton, 1986).

Uphole versus downhole spectral ratios at KNIV-BH. Mean P- and S-wave

stacked spectral ratios (0-to-300 m, 0-to-150 m, and 150-to-300 m) with la error
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bars estimated using 0.5-s KNW-BH signal spectra (Figure 1) are shown in Fig-

ure 2. We also estimated these ratios for window lengths of 1.0 s and 0.25 s to

verify that the gross features were not strongly dependent on the window size. The

stacked spectral ratios display clearer structure, particularly below 40 Hz, than the

s tacked signal levels (Figure 1), suggesting that the crude deconvolution obtained

by taking spectral ratios was reasonably successful in reducing variability due to

source differences.

The stacked spectral ratios of Figure 2 clearly indicate the confinement of

gross attenuation and low-frequency amplification at KNW-BH to the uppermost

150 m. 0-to-150 m and 0-to-300 m ratios are quite similar, and display a dramatic

high-frequency decay. As all sensors are separated by only a fraction of a kilome-

ter, near-surface attenuation must be very high to account for this energy loss.

150-to-300 m ratios, in contrast, are relatively flat, although some high-frequency

roll-off is apparent in the V and S2 components. The relative flatness of the 150-

to-300 m ratios is also reflected in the time domain by similar waveforms for 150-

m and 300-m seismograms from the same events (Figure 8 of Aster and Shearer,

this issue; Figure 7 of this paper).

Interestingly, there appears to be evidence for preferential attenuation of the

S2 (slow horizontal) component relative to the S, (fast horizontal) component in

150-to-300 m spectral ratios, but not in ratios involving the surface instrument.

This is suggestive of anisotropic shear-wave attenuation between 150 and 300 m,

which is below the obviously weathered layer (Fletcher et al, 1990). This effect

could partially account for the clear fast quasi-shear waves and the general lack of

distinct slow quasi-shear waves, even at 300 m, noted by Aster and Shearer (this

issue) and Aster and Shearer (1990).
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Fletcher et al. (1990) estimated layered P- and S-wave velocity models from

logging at the KNW and PFO borcores using P- and S-wave surface sources

(Table 1). We note that although these velocity models fit the P- and S-wave velo-

city logging data to within experimental error, they have interfaces at different

depths, resulting in widely varying values of Vp/Vs which are unlikCly to closely

reflect the true structure.

Because of the tradeoff between model layer thicknesses and Q values, we

only estimated the mean Q between sensors. Thus, all Q models in this paper

consist of two constant-Q layers over a lossless half-space, with the interfaces

fixed at 150 m and 300 m. To obtain initial estimates of the average Q between

sensors for P-waves and for S1- and S2-polarized S-waves, we first fitted maximum

likelihood slopes (e.g., Press et al., 1986) to the high-frequency portion (from

20 Hz up to the approximate frequency where the signal-to-noise approaches unity;

Figure 1) of the stacked spectral ratio data (Figure 2). The spectral ratio bounds

were taken as approximate 1 Gaussian-distributed errors superimposed on a linear

trend. A X2-based measure of goodness-of-fit indicated that linear fits with these

error bounds were highly acceptable (>99%) in all cases. This estimation pro-

cedure carries the assumption (which we shall justify later in this paper) that

downward-reflected energy is weak at high frequencies. In this case, high-

frequency spectral ratios can be modeled to first order by simple exponential decay.

Q values can then be estimated as:

10 -2nrT
lnlO dR(f)/df

where dR (f )/df is the estimated power spectral ratio slope (dB/Hz), f is fre-

quency (Hz), and T is the one-way travel time between the sensors (s) calculated

from the velocity model given in Table 1.
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Using the 0-to-150 m and 150-to-300 m high-frequency spectral slope Q esti-

mates as starting models, we further refined our Q estimates by inverting for best-

fit 2-layer Q models, minimizing the Ll-norm error (in dB) between synthetic and

observed spectral ratios over the entire usable frequency range. The contribution to

the total error at each frequency was weighted by the inverse standard deviation of

the corresponding data point. The minimum-error model was found using Powell's

method, as implemented by Press et al. (1986). Synthetic plane-wave spectral

ratios for the forward problem were calculated using generalized

reflection/transmission modeling. This approach is numerically stable and solves

for the complete (P,Sv) aid SH plane-wave impuise response. More complete dis-

cussions of the technique and its application are found in Kennett (1974, 1983) and

in Shearer and Orcutt (1987). The P- and S-wave velocity models (Table 1) were

kept fixed during the inversion. Ray parameters were chosen to be consistent with

the mej-i initial P-wave emergence angle at 300 m of 20.40, although results were

not distinctly different when a ray parameter of zero (vertical incidence) was used.

Estimatea Q values from spectral slope fitting and from the two-layer inversion are

shown in Table 2.

P-wave synthetic spectral ratios, using the Q inversion results of Table 2, are

shown along with la error bounds from the stacked spectral ratios in Figure 3a.

The remarkably low Qa model (Qa = 6.5 between 0 and 150 m, Qa = 26.6

between 150 and 300 m) fits the observed high-frequency trends well, although a

large surface rescnance near 30 Hz remains poorly modeled.

S-wave spectral ratio data are more difficult to fit consistently (Figures 3a and

3b). High-frequency spectral slopes suggest a dramatic difference in Q 3 between

150 ,.nd 300 m for S, and S2 polarizations, with the S1 ratio showing essentially no

attenuation and the S2 ratio showing significant decay corresponding to a Qp of
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about 26. The 0-to-150 m S-wave ratios, on the other hand, suggest a reversal of

this Q p discrepancy, with the S2 component showing somewhat less apparent

attenuation than the S1 component (Q 1 = 9.8 and 7.8, respectively). The net result

is that the 0-to-300 m spectral ratios (and implied intersensor attenuation, see

below) are similar for the two S-wave polarizations. As a 90' rotation with depth

in any azimuthal Q p anisotropy seems unlikely, the possibility of variable coupling

in the horizontal sensors cannot be ruled out, especially as the horizontal seismom-

eters at 150 m and 300 m are both deployed within 200 of a (S1,S2) coordinate sys-

tem (Table 3 of Aster and Shearer, this issue). Such coupling differences can

theoretically be eliminated using reversed spectral ratios (e.g., Smith, 1989). We

note that our estimated low near-surface Q p values are consistent with those

estimated from borehole logging by Fletcher et al. (1990) and Carroll et al. (1991),

who suggested an average Q p of about 8 for the upper 50 m using pulse rise times

and spectral ratios, respectively.

To examine the time-domain predictions of the near-surface model, we calcu-

lated synthetic impulse responses at borehole instrument depths for vertically

incident plane waves (Figure 4). These calculations confirm that reflected phases,

even for the plane layer models considered here, are highly attenuated by the lossy

surface layer and contribute very little high-frequency energy to the signal, thus

justifying the use of high-frequency spectral ratios in obtaining approximate inter-

sensor Q values and providing a plausible explanation for the lack of clear surface

reflections in downhole seismograms noted by Aster and Shearer (this issue).
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Comparison of Borehole Spectra with

Surface Spectra from Anza Station KNW

The KNW-BH borehole surface instrument is sited on a clearly decomposed

bench, with grus weathered out of the Southern California batholith covering the

surface. We are fortunate to have a comparative surface site in Anza network sta-

tion KNW-AZ (Berger et al., 1984; Vernon, 1989) located 391 m N148°E of

KNW-BH. The surface environment at KNW-AZ differs significantly from that of

KNW-BH in that the seismometer vault is bolted to a visibly unaltered outcrop.

KNW-AZ recorded 17 of the 20 nearby events recorded by KNW-BH and exam-

ined above. Figures 5a and 5b show signal and noise power spectral density esti-

mates for these earthquakes up to the 125 Hz Nyquist frequency, in the same for-

mat as Figure 1. Pre-event noise levels at KNW-AZ are comparable to those

observed at KNW-BH (0 m), but this is potentially misleading, as the gain was

probably not high enough during this period to adequately register ground noise (F.

Vernon, personal communication). P- and S-wave signal spectra at KNW-AZ have

remarkable high-frequency content for an Anza network surface site, as noted in

previous studies of Anza network spectra (e.g., Anderson and Hough, 1984;

Fletcher et al., 1986, 1987; Frankel and Wennerberg, 1989). Figure 5 also reveals

a strongly directional resonance centered near 60 Hz and concentrated on the V

and S2 components. The breadth of this resonance and the fact that it is not seen

in the pre-event (electronic) noise spectra indicate that it arises from seismic excita-

tion rather than from instrument noise. Swapping the horizontal components

(which are deployed within 50 of a [S.S2] coordinate system) showed no tendency

for the resonance to migrate between channels and an examination of the site

showed no obvious local structures which could oscillate near 60 Hz. Although

the rectangular vault has its long axis oriented approximately in the S, direction,
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identical Anza vaults deployed at other stations exhibit no comparable resonances.

We conclude that this effect is a near-site directional resonance (e.g., Bonamassa et

al., 1991). Figure 6 shows stacked spectral ratios between KNW-AZ and KNW-

BH recordings, adjusted for the differing sampling rates and antialiasing systems

between the two instruments. Note that, although spectra of nearby earthquakes at

KNW-AZ show far more high-frequency energy than the KNW-BH surface instru-

ment, the KNW-AZ spectrum is highly colored, especially by the resonance noted

above. A P-wave seismogram comparison for an earthquake recorded at KNW-AZ

and at all three depths at KNW-BH, in which both surface and directional site

resonance effects are visible is shown in Figure 7.

Discussion

The picture that emerges for the KNW-BH vertical array is one of remarkably

low and comparable Qa and Q p in the upper 150 m. This is in stark contrast to

the relatively efficient high-frequency propagation observed between the 300-m and

150-m instruments and indicates that the 150-m instrument is sufficiently deep to

avoid most of the waveform modification occurring near the surface. Hough et al.

(1988) and Hough and Anderson (1988) determined average ray path Q values at

Anza by examining the high-frequency spectral decay slope of earthquake seismo-

grams as a function of distance. They estimated Q a and Q 0, averaged over the

upper 5 km, to be greater than several hundred. A similar result was obtained by

Fletcher et al. (1986), using earthquake signal spectral ratios from pairs of stations

in the Anza network. These results indicate that our Q estimates of about 26 for

material between 300 and 150 m (where borehole cuttings indicated that the rock

was not visibly altered) are significantly lower than Q for the bulk of the batholith

(with the notable exception of Q p for the S1 component). This is perhaps due to a
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greater number of open cracks and/or inhomogeneities between 300 and 150 m

than at greater depth.

The percentage of attenuation for a nearby earthquake signal which takes

place in the uppermost 300 m at KNW-BH can be estimated by comparing

observed t* values in the borehole with those estimated for a complete ray path,

where

• f dr
P v(r)Q(r)

We find that, for probable sub-borehole Q , and Q 0 values of greater than a few

hundred, more than 50% of all attenuation for surface signals recorded at KNW-

BH (as parameterized by t) occurs in the uppermost 300 m (Figure 8). We also

note that the t* values for the 0-to-300 m interval are remarkably similar for P- and

S-waves, all being close to 0.01 s.

Surface seismograms at KNW-BH, besides exhibiting high attenuation,

demonstrate clear evidence of strong scattering in the near-surface from lateral

inhomogeneities. This phenomenon is apparent in wave polarized energy follow-

ing the S-wave arrival and in horizontally polarized energy following the P-wave

arrival (Figure 8b of Aster and Shearer, this issue; Figure 7 of this paper). This

suggests that the observed near-equality of shallow Qa and Qp is due to a

scattering-dominated mechanism (e.g., Richards and Menke, 1983; Blakeslee and

Malin, 1991) rather than to intrinsic shear losses alone, which would predict

Qa > Q5 (e.g., Anderson et al., 1965). Determination of a specific attenuation

mechanism, however, remains problematic; most scattering models predict

Q0 2> Q,,, but the relative size of Q.. and Q0 can vary with proposed intrinsic

mechanisms (e.g., see Hough and Anderson, 1988).
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Aster and Shearer (this issue) and Aster et al. (1990) note that slow quasi-

shear waves are not generally visible following the S-wave arrival at KNW-AZ or

KNW-BH, despite strong initial S-wave particle motion alignments which probably

indicate the horizontal projection of the fast anisotropic shear wave direction. This

is true even for signals recorded at 300 m which is well below the weathered layer

(Figure 9 of Aster and Shearer, this issue). One possibility is that the slow quasi-

shear phase is obscured by deep scattering, but these data also suggest that aniso-

tropic attenuation could play a part in obscuring shear waves polarized perpendicu-

lar to the Sf, direction, although horizontal seismometer coupling differences pro-

vide an alternative explanation.

Simple plane-layer models are successful in matching high-frequency behavior

and approximate low-frequency amplification seen in the borehole spectral ratios at

KNW-BH, but some significant low-frequency resonance peaks are not successfully

modeled. A laterally homogeneous velocity model may indeed exist which is con-

sistent with both the travel-time and the stacked spectral ratio at all frequencies.

Alternatively, lateral heterogeneity, including topography, may be required to fit the

data to within the error bounds. In this case, velocity horizons encountered in a

single borehole will not necessarily be those best included in a minimum-error

laterally homogeneous model and an array of boreholes, perhaps allied with a sur-

face array, might be needed to obtain a suitable model.

Interestingly, intersensor Q values determined by high frequency slope fitting

are generally lower than those obtained by fitting the entire usable spectral band in

an iterative inversion (Table 2). Although suggestive of frequency-dependent Q,

this is predominantly due to the inversion scheme fitting low-frequency resonances

in the data by increasing Q at the expense of the high-frequency fit.
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These borehole sites offer a significant advantage in usable bandwidth relative

to surface sites. The desirable qualities of decreased ambient noise levels,

increased usable signal at high frequencies, and lack of strong interference from

surface reflections all arise from siting beneath a very low-Q surface layer. Low-

Q, low-velocity near-surface material at KNW is actually advantageous to the

borehole instrument environment because it acts as a lossy boundary layer to

alleviate both noise and reflections from the surface. As a result, the downhole

seismic response at high frequencies more closely resembles that of a whole-space

than would otherwise be expected.

Conclusions

Summarizing our results in terms of the questions of the introduction, we find:

(1) Downhole recording in the Southern California Batholith offers a considerable

improvement in usable seismic bandwidth relative to nearby surface sites.

Downhole noise is reduced not only by physically separating the sensors from

the surface, but also by attenuation from very low-Q, low-velocity near-

surface material (see below). Surface velocity power noise at the borehole

sites peaks near 20 Hz, and is --20 dB higher at PFO-BH than KNW-BH.

Downhole noise levels display no strong peaks and are similar at the KNW-

BH 150 m, KNW-BH 300-m, and PFO-BH 300-m sites, with a maximum

velocity power spectral density of approximately -180 dB relative to

I m2/s2/Hz. P-wave signals at KNW-BH from ML = 2 earthquakes with

near-vertical ray paths have approximately 70 Hz more (up to 190 Hz) usable

bandwidth at 150 m and 300 m than at the surface. Shear wave signals from

these events have considerably poorer signal-to-noise levels and usable

bandwidth due to interference from the P-wave coda. Nevertheless, S-wave

150



signal-to-noise levels also improved downhole due to both increased signal

bandwidth and reduced P-wave coda levels; the maximum usable S-wave fre-

quency on the horizontal components at KNW-BH increased from approxi-

mately 80 to 120 Hz. Downhole P-wave earthquake signals at PFO-BH (from

more distant earthquakes than those examined at KNW-BH) also display a

modest increase in the highest usable frequency over surface recordings, from

approximately 100 Hz to 125 Hz.

(2) Uphole/downhole spectral ratios indicate that the KNW-BH surface instrument

suffers from extreme near-surface attenuation. Average Q, values in the

upper and lower 150 m of the borehole are estimated by a two-layer Q inver-

sion to be approximately 6.5 and 27, respectively. Estimates of average Q p

are approximately 8-10 in the upper 150 m, and > 26 in the lower 150 m,

with some suggestion of preferential attenuation of the slow (S2) S-wave com-

ponent, although this discrepancy could conceivably be due to uncorrected

coupling differences in the horizontal seismometers. Low-Q and low-velocity

near-surface material, besides shielding the downhole instruments from

surface-generated noise, also attenuates reflections from the free surface and

from the near-surface velocity gradient. The seismic response at depth is thus

more nearly that of a whole-space than would otherwise be expected. to

values for the entire 300 m sampled by the borehole are similar (= 0.01 s) for

P- and S-waves.

(3) Forward modeling using a layered half-space velocity model derived from

borehole logging and average intersensor Q values obtained from stacked

spectral ratios is reasonably successful in fitting low and high-frequency spec-

tral ratio data, but leaves some low-frequency structure unmodeled. It

remains an open question as to whether significantly better modeling of the
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spectral ratio data requires the introduction of a 3-dimensional structure or

merely further adjustment of flat-layer model parameters.

(4) The hard-rock Anza surface station KNW-AZ displays gross frequency con-

tent comparable to that seen by the 150 m and 300 m KNW-BH instruments,

indicating that much of the very high at:enuation associated with surface sites

such as KNW-BH (0 m) can be avoided by siting on outcrops. The seismic

response at KNW-AZ is, however, significantly colored by strong resonances

that are not observed downhole at KNW-BH. The largest resonance is clearly

directional, and results in significantly more high-frequency energy being

recorded on the vertical and S2 components than on the S1 component.
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Table and Figure Captions

Table 1. P-wave (a) and S-wave (b) velocity structure estimated for KNW-BH

from seismic logging (after Fletcher et al., 1990).

*' Table 2. Q estimated from high-frequency spectral slope fitting and two-layer

inversion of the data shown in Figure 2. f rin and f max indicate the range of fre-

quency fitting for each determination.

Fig. 1. Power spectral density (PSD) estimates of signal and pre-arrival noise (dB

relative to 1 m2/s2/Hz) for P-waves (a) and S-waves (b) recorded at KNW-BH, and

for P-waves recorded at PFO-BH (c). Solid traces indicate mean and ±l bounds

for signal PSD obtained from stacking individual estimates from cosine-tapered,

0.5-s (200 sample) time windows. Signals were windowed beginning 0.125 s

(50 samples) before the phase pick so the taper would not grossly affect the first

arrival. Stacked pre-arrival noise PSD's with ±la bounds are indicated by dashed

curves, where an estimate foi each event was obtained from section averaging three

0.5-s, cosine-tapered, 50% overlap windows. N is the number of events used in

each spectral stack. Note the reduced pre-event noise levels, increased high-

frequency signal, and consequent increase in usable seismic bandwidth at the

downhole instruments for both sites. Narrow-band noise peaks at PFO-BH are due

to electronic noise. The PFO-BH 150-m instrument did not record a sufficient

number of records for meaningful PSD stacking. Reduction of signal and noise

above 100 Hz is dominated by the 7-pole antialiasing filter. The Nyquist fre-

quency is 200 Hz.

Fig. 2. Stacked power spectral density ratios for P-waves (vertical component) and

S-waves (SI and S2 components) at KNW-BH. Note the extreme high-frequency
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spectral decay between surface and downhole seismograms due to low near-surface

Q.

Fig. 3. Predicted power spectral density ratios at KNW-BH (solid curve), obtained

from the velocity model of Table 1 and the two-layer inversion Q model of

Table 2, for P-waves, vertical-component (a), and for S-waves, S, component (b)

and S2 component (c). ±1a envelopes from the observed spectral ratios (Figure 2)

are indicated by dashed curves.

Fig. 4. Synthetic impulse response functions for KNW-BH, shown in both the fre-

quency and time domain, for vertically incident P-waves (a) and S-waves (S1 com-

ponent [b] and S2 component [c]), using the layered velocity models of Table I

and the two-layer inversion Q results of this paper (Table 2). Note the high

attenuation of reflected energy from shallow layers and from the free-surface.

Fig. 5. Signal and noise power spectral densities (dB relative to 1 m2/s2/Hz) for

P-waves (a) and S-waves (b) recorded by Anza network station KNW-AZ,

displayed in the same format as the borehole spectra of Figure 1. Note the

strongly dLre-tic.- 1 resonance ncar 60 Hz, primarily visible on the V and S2 com-

ponents. Reduction of signal and noise above 62.5 Hz is dominated by the 6-pole

antialiasing filter. The Nyquist frequency is 125 Hz.

Fig. 6. Stacked power spectral density ratios for P-waves (vertical component) and

S-waves (SI and S2 components) between Anza network station KNW-AZ and the

three depths recorded at KNW-BH, displayed as in Figure 2. Note that although

the outcrop-mounted KNW-AZ instrument displays much better high-frequency

content than the 0-m KNW-BH instrument, the response is also significantly

colored relative to the KNW-BH downhole sites, especially by a strongly direc-
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tional resonance near 60 Hz (Figure 5). A broadband offset of approximately

+6 dB in. *he Anza/downhole ratios is due to free-surface amplification. KNW-AZ

spectra were resampled at 400 hz and adjusted to KNW-BH response prior to tak-

ing spectral ratios.

Fig. 7. Three-component P-wave seismograms (1 s) from an earthquake

(ML = 1.9) recorded by both the Anza network station KNW-AZ and by the

borehole array KNW-BH at 9:09 UT, 29 March, 1988. The hypocenter was

approximately 23.5 km below and 2 km N195°E of KNW-BH. The schematic sec-

tion (strike of N212°E from left to right) shows the relative sensor locations.

Frequency-domain features discussed in the text are visible in these seismograms,

specifically: (1) High attenuation between downhole and 3urface signals at KNW-

BH. (2) Lack of strong attenuation or scattering between 150 m and 300 m at

KNW-BH. (3) Preferential partition of P-wave coda at KNW-BH onto the vertical

component, especially in the downhole recordings. (4) Lack of obvious surface

reflections in the downhole recordings (two-way travel times for P-wave surface

reflections are about 0.122 s and 0.178 s at 150 m and 300 m, respectively). (5)

Relatively robust high-frequency content of seismograms recorded at the outcrop-

mounted KNW-AZ site compared to seismograms recorded at KNW-BH (0 m).

(6) High-frequency directional resonance at KNW-AZ, predominantly visible on

the V and S2 components.

Fig. 8. Percentage attenuation (as measured by t*; equation 2) occurring in the

shallowest 300 m at KNW-BH relative to attenuation along a complete 20 km ray

path (the approximate range to the closest earthquakes rerorded by this station).

Attenuation is parameterized in the borehole segment by t = 10 ms, and in the

batholitn segment by a variable frequency-independent Q. Note that for probable
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batholith Q values of greater than several hundred, the majority of attenuation

occurs in the uppermost 300 m. Vertical-incidence t values for the shallowest

300 m, computed from the velocity models of Table 1 and from the two-layer

inversion Q estimates of Table 2, are t;= 10.5 ms, r; = 10.9 ms, and

2 = 10.7 ins.
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(a)

KNW P Velocity Structure
Vp (m/s) p (g/cc) h (in) zn,,, (m)

3X) 1.50 5.0 5.0
900 2.67 10.0 15.0

210W 2.67 10.0 25.0
38(X) 2.67 45.0 70.0
48(X) 2.67 90.0 160.0
54(X) 2.67

(b)

KNW S Velocity Structure
Vs (m/s) P (g/cc) h1 (M) zb,,,, (M)

200 1.50 2.5 2.5
900 2.67 20.0 22.5

19(X) 2.67 27.5 50.0
2800 2.67 20.0 70.0
28(X) 2.67 00

Table 1
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